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ABSTRACT

Stud arc welding has become one of the most important unit operations in the mechanical
industries. The need to reduce the time from product discovery to market introduction is
inevitable. Reducing of standard deviation of tensile strength with desirable tensile strength
joint as a performance character was use to illustrate the design procedure. The effects of
(welding time, welding current, stud material, stud design, sheet material, sheet thickness,
sheet cleaning and preheating) were studied. Design of Experiment (DOE) is a structured and
organized method to determine relationships between factors affecting a process and output of
the process itself. In order to design the best formulation it is of course possible to use a trial
and error approach but this is not an effective way. Systematic optimization techniques are
always preferable. Tensile strength quality is one of the key factors in achieving good stud
welding process performance. 225 samples of stud welding was tested. Computer aided
design of experiment for the stud welding process based on the neural network artificial
intelligence by Matlab V6.5 software was also explain. The ANN was designed to create
precise relation between process parameters and response. The proposed ANN was a
supervised multi-layer feed forward one hidden layer with 8 input (control process
parameters), 16 hidden and 2 output (response variables) neurons. The learning rule was

based on the Levenberg-Marquardt learning algorithm.

The work of stud welding was performed at the engineering college laboratory, Baghdad
University by using the DABOTEKSTUD welding machine, for 6 mm diameter stud. The
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sheet materials are (K14358 and K52355) according to (USN standards, and stud materials
are (54NiCrMoS6 and 40CrMnMoS8-6) according to (DIN standards).

The eight control parameters (welding time, sheet thickness, sheet coating, welding current,
stud design, stud material, preheat sheet and surface condition) were studied in the mixed L16
experiments Taguchi experimental orthogonal array, to determine the optimum solution

conditions.

The optimum condition was reached for the stud welding process tensile strength, where the
researcher develops a special fixture for this purpose. The analysis of results contains testing
sample under optimum condition, chemical composition of usage materials and micro

structure of optimal condition sample.
According to that:

e Practicality: the influence parameters that affect the stud welding process are welding
time, which have a major effect on stud welding process, followed by sheet material and

stud material.

e The reduction in standard deviation was approximately (30.06 per cent) and for the
range was as approximately (29.39per cent). In the other side the increase in the tensile
strength mean was as approximately (30.84 per cent). The influence parameters that affect
the tensile strength stud welding process are: the factor welding time has a major effect on
stud welding process, followed by factor C (sheet coating) and factor F (stud material).
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INTRODUCTION
Stud arc welding is a widely used operation in mechanical structure, where high tensile

strength with minimum variation required. The variation of tensile strength affects the cost of
stud welding unit operations such as rework and time consume. These are often limiting steps
in mechanical manufacturing processes; therefore, significant cost reduction can be realized

by producing the stud welding joint having reliable tensile strength.( Jibson J 1979).

Usually, to find the influence of controlling parameter on welding process a large number of
experiments are needed. In order to avoid this, two statistical methods can be used to design
the optimum number of experiments. Classical design of experiments (DOE) emphasizes
prediction of future behavior of experiments from empirical model while running a fraction of
full factorial design .However; the classical DOE suffers the following limitations: two
designs for the same experiment may yield different results and the designs normally do not
permit determination of the contribution of each parameter. Taguchi DOE method, based on
the classical one, is standardized design methodology that can easily be applied by
investigators. Furthermore, designs for the same experiment by two different investigators

will yield similar data and lead to similar conclusions. (Montgomery D.C 1985)

Allen T.T. and et at 2002, present optimizing process settings method which was developed
and demonstrated for the application in robotic GMAW of sheet metal. The study it include
an objective formulation that addressed variation of noise factors. The method and the
formulation allow direct maximization of the travel speed of the welding robot. As the
formulation was implemented with standard spreadsheet software packages since it was based
on ordinary least-square regression so the method required no special software and minimal
training. Kackar R.N. 1985, introduces the concepts of off-line quality control and parameter
design and discusses the Tguchi method for conducting parameter design experiments. At the
product design stage, the objective of parameter design is to identify settings of product
characteristics, which make the product’s performance less sensitive to the effects of
environmental variables, deterioration, and manufacturing variations. Because parameter
design reduces performance variation by reducing the influence of the sources of variation
rather than by controlling them, off-line quality control reduces cost-effective for impro ing
product quality. Ottoy K. N. and Antonsson E. K. 1991, Taguchi’s method was extended to
involve a more design variables together with more ranges for these variables. The method is
also extended to solve design problems with constraints, invoking the methods of constrained

optimization. Finally, the Taguchi method uses a factorial method to search the design space,
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with a confined definition of an optimal solution. The method is compared with others for
finding optimal solution. Accordingly, Taguchi method can be used instead of other different
searching techniques. Galdmez E.V.C. and Carpinetti L.C.R. 2004, describe the application of
the experimental of designs and analysis of variance in the process of manufacture of products
for plastic injection modeling. The led experiments brought significant results, the adjustment
considered, only two factors, injection pressure and temperature of the machine, the
researchers presented a significant effect on the quality characteristic considered. Coit D. W.
Jackson B. T. and Smith A. E. 1998, consider practical aspects of building and validating
neural network models of manufacturing processes, and illustrate the recommended
approaches with two diverse case studies. When using a neural network to control and
optimize a manufacturing process, the integrity and balance of the training and validation data
sets dictate the quality of the resultant model. The experimental data was combined with the
production data. and neural networks were trained and validated on the combined data set. Su
c. and Miao C. 1998, apply neural networks to analyze an experiment with singly censored
data (incomplete data). Ilwo procedures are developed; the first procedure is quite
straightforward and can be easily used to rapidly determine the optimal condition. Hsu
C.M.2001 ,proposes a four-phased procedure based on neural networks and principal
component analysis to resolve the parameter design problems with multiple responses. The
quality characteristics of a product are first evaluated through Taguchis quality loss function a
neural model is then trained to map out the functional relationship between control factors and
responses’ quality loss. The functional relationship is then fed into the principal component
analysis procedure to transfer a set of responses into a set of uncorrelated principal
components. A feasible combination of control factors can be obtained through the recalling

function of a neural model.

Once the variation of tensile strength was chosen as the main performance characteristic (the
measure of quality) then the design factors, which will have an influence on it, have to he
selected. Since most welding experiments usually involve a significant number of factors,
according to the Taguchi method, the number of experiments can be reduced. Using a special
orthogonal array only a small set from all the possible ones is selected. The sense of the
orthogonal arrays method lies in choosing the level combinations of the design factors for
each experiment. A practical definition of experimental design that can be applied to stud of 6

mm diameter arc welding process is presented in this study.

The survey shows this method has some weakness in the required number of experiments
where it equals the number of inner array multiplied by the number of outer array that may

cause higher number of experiments than that which is needed, The survey also shows that it
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can make a good relationship between the input parameters and the output with minimum

error by using neural network.

Taguchi Approach to Parameter Design
Taguchi method provides a systematic and efficient approach for conducting experimentation

to determine near optimum settings of design parameters for performance and cost. The
method pushes quality back to the design stage, seeking to design a product/process. which is
insensitive to quality problems. The Taguchi method utilizes orthogonal arrays to study a
large number of variables with a small number of experiments. It can reduce research and
development cost by simultaneously studying a large number of parameters. Using orthogonal
arrays the method can significantly reduce the number of experimental configurations. In
order to analyze the results. the Taguchi method uses a statistical measure of performance
called ‘signal-to-noise’ ratio, (S/N) After performing the statistical analysis of S/N ratio, an
analysis of variance (ANOVA) needs to be employed for estimating error variance and
determining the relative importance of various factors. From their relative importance and
from the S/N ratio, the optimum condition of factors is chosen. The result at this point is

estimated using equation:
R=T+XZ(Ai-T)
Where:
R= predicate mean response at the optimal condition
T= overall mean of all observation in the data
Ai= average value of significant factors at level i

Cause and Effect Diagram
The total variation in the stud arc process may be due to any or a combination of the six

sources (machine, measurement, method, material, manpower and environment). For this
study of stud arc welding the effect of manpower on variation is limited because the machine
is operating in a semiautomatic process, also the experiments have been executed in the
laboratory environment. so it includes consider the first four ,the other are ignored. Problem
identification is very important for any industrial experiment. One of the most used methods
for identifying the problem is brainstorming. Brainstorming is an activity that promotes team
participation, encourages creative thinking and generates many ideas in a short period of time.
For an investigation into the possible causes of the undesirable variability in stud welding
process, a cause-and-effect diagram that lists several suspected causes of this variability, is
shown in figure (1). Brainstorming in conjunction with cause and effect analysis (CEA) is

used to identify the control factors which are to be considered for the experiment.
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Figure (1) the suggested stud welding cause-and-effect diagram
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MATERIALS

The diameter of stud to be studied was (6 mm) that is widely used in the mechanical
structure and also require low energy for welding from other stud diameter. For sheet, the first
was galvanized (K52355 steel) and the second was non- galvanized (KI14358steel), with two
dimensions thickness gage 16 (1.6002 mm) and gage 12 (3.175 mm). For stud, the first was
(54N1CrMosS6 steel) and the second was (40CrMnMoS8-6 steel).

Method (ldentification of Process Parameters)
There are (20) factors identified in this study. Eight independent control factors are

considered to improve the stud welding process. These factors are (welding time, sheet
thickness, sheet material. welding current, stud design, stud material, preheat sheet and

surface cleaning). There other factors were classified as noise factors.

Selection of Factor Levels and Range of Factor Setting
Once independent factors are decided, then the number level for each factor is selected.

Selection of levels depends on how the outcome (tensile strength) is affected by different
level settings.

Determining the number levels of selected factors from brainstorming is another major
concern to many researchers in industries. Brainstorming session it was suggested that
suitable to use eight factors on of them in multi-level. Seven of the eight control factors have

two levels, and one has eight levels that is welding time.

After determining the number of levels required for each factor, it is needed to specify
the range of operation for each control factor. It is usually best to experiment with the largest
range feasible, so that the variation inherent in the process does not mask the factor effects on
the response. The levels for welding time is shown in table (1), and the list of seven control

factors and their level are shown in table (2).

Table (1) Levels of Welding Time Control Factor and for the Experiments

Factor
label

Factor

Welding

time second

(second)
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Table (2) Control Factors and Levels for the Experiments

Factors Factor labels Levell Level 2

Sheet thickness 1.6 3.175

Sheet material K52355 K14358

Welding current 350 540

Stud design Small stud Flange stud

Stud material 54NiCrMoS6 40CrMnMoS8-6

Preheating Preheating No preheating

Surface cleaning Oil sheet Clean sheet

Measurement (Tensile Testing Technique)
The response measurement should be well defined. This includes choosing the measurement

and processing equipment to be used, how to measure, where to measure and where to
document the data. The stud welding specimen is not the standard specimen tensile test
dimension because one side is screw and the other is sheet, so the tensile testing was made by

developing a special fixture for testing operation, special fixture is shown in figure (2):

Figure (2) the special fixture for the stud welding

Design of Experiments
Normally, in the case of eight factors one of them in eight levels and other in two levels are 8

= 125 experiments should be conducted. In accordance with the Taguchi’s method the

standard orthogonal array L16, with only 16 experiments (Table 3) could be used.
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Table (3) code design matrix orthogonal array Lis2'8" .

sheet sheet welding stud surface

thickness material current material cleaning

1 1 1 1

2 2 2 2

1 1 1 2

N
N

o| o N N o o v ;| & B w| w| NN
N[ R N R N R N R N RN
Rl N R N R N R NN R N
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Experimental Preparation and Process Run
The experimental preparation involves those activates that occur prior to actual running of the

experiment. Poor preparation is the most frequent cause of inconclusive results. Errors in the
experimental procedure this step can affect the experimental validity. The experiment of the
study was conducted in a laboratory at which air conditioning is similar to outdoor
environment. Also all the important material, machine was prepared in similar of an
experimental area. In this step. the main task was to construct the uncoded design matrix for

the experiment. The uncoded design matrix is shown table (4).

4779




N. K. Abid Al-sahib Taguchi Experimental Design and Artificial
R.M.A Hamza Neural Network Solution of Stud Arc Welding
I.1.Al-kazaz Process

Table (4) uncoded design matrix array Lis2'8"

L sheet welding
welding time . sheet . surface
thickness . current stud material preheat .
(second) material cleaning
(mm) (Ampere)

0.15 1.6 K14358 350 54NiCrMoS6 Preheat Clean sheet

0.15 K52355 540 40CrMnMoS8-6 No preh. Oil sheet

0.2 . K14358 350 40CrMnMoS8-6 No preh. Oil sheet

0.2 K52355 540 54NiCrMoS6 Preheat Clean sheet

K14358 540 54NiCrMoS6 Preheat Oil sheet

K52355 350 40CrMnMoS8-6 No preh. Clean sheet

K14358 540 40CrMnMoS8-6 No preh. Clean sheet

K52355 350 54NiCrMoS6 Preheat Oil sheet

K52355 350 54NiCrMoS6 No preh. Clean sheet

K14358 540 40CrMnMoS8-6 Preheat Oil sheet
K52355 350 40CrMnMoS8-6 Preheat Oil sheet
K14358 540 54NiCrMoS6 No preh. Clean sheet
K52355 540 54NiCrMoS6 No preh. Oil sheet
K14358 350 40CrMnMoS8-6 Preheat Clean sheet
K52355 540 40CrMnMoS8-6 Preheat Clean sheet
K14358 350 54NiCrMoS6 No preh. Oil sheet

The outer array of (12) noise factors with three combinations will be L16, so the total
number of runs to be conducted in this case would be
16 x 12 x 2 = 384 experiments as minimum. Performing of many unimportant experiments is
costly and time consuming; the operating characteristic (OC) curve was used to develop the

sample size. The experiment tensile outputs are shown in table (5)
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actual run

order

Tensile strength (N/mm?)

Table (5) tensile strength runs

Mean

N/mm2

Standard
deviation

N/mm?

143.66

195.09

182.302

28.860

330.40

284.99

280.315

36.946

225.89

245.87

249.082

32.539

428.42

300.03

377.310

46.790

235.90

298.46

237.453

52.977

191.74

360.38

331.202

77.637

349.05

310.00

323.375

104.318

331.15

401.60

348.828

36.095

1
2
3
4
5
6
7
8
9

372.20

287.95

297.547

68.611

[EEN
o

549.85

375.12

450.352

76.343

[N
[EEN

456.00

378.00

395.933

62.388

[EEN
N

170.76

166.80

172.287

40.835

[HEN
w

250.85

257.16

224.283

43.258

[N
o

289.40

220.68

220.052

47.705

[EEN
o1

318.43

256.84

252.352

62.900

[EEN
(op]

223.21

155.82

204.927

50.651

Analysis of variance
Equations for conducting the variance are presented in this section. Sum of squares (Si)

of factor i at level k was calculated according to the equation:

s _ Z(ZY ) (3]

= N N
Where, N is the total number of experiments. Ny the number experiments of each level and Y;
the mean response.
The total sum of squares (St) was calculated using equation:
N (iw j
St = va —_2 = N

Experimental error (Se) was calculated:

Se =S -5
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Mean square of factor i (Vi) vas computed using the following equation:

Where, f i is degree of freedom, which is one less than the number of levels. The total degree
of freedom of the result (fT) is one less than the total number of experiments. The degree of
freedom for error variance (fe) is the total degree of freedom minus sum of degree of freedom
of factors. The next step was the calculation of the variance ratio (Fi), which is the quotient of
mean square of factor and error. The fraction of importance of each factor (in percents) was

calculated according to the equation:

The variance ratio, commonly called F statistic (named after Sir Ronal A. Fisher). is the
ratio of variance due to the effect of a factor and variance due to the error term. This ratio is
used to measure the significance of the factors included in the error term. The F value
obtained in the analysis of variance is compared with a value from standard F tables for a
given statistical level of significance. Confidence interval, C.I., of the factor effect and
estimated value of the result at the optimum condition was computed using the following

equation:

Flal f,)xv,
N

e

Clofm=mz=

F (o, 1, f,) = table value of F, a significant level with 1 degree of freedom for the numerator
and f, degrees of freedom for the error term.

Ve = error variance = MSE , N, = is effective number of replications ,Where each factor can

a = [S—EJ <100, e= (S_e}loo
St St
Results and Discussion

After creating a Taguchi orthogonal array, the selected experiments were performed. A

be calculate from:

statistic analysis summary of the tensile strength, called S/N ratio, is employed to find the

optimum level of the selected factors. The average s/n ratio of each run is shown in (Table 6).

zi

S _ Yi
%\lLTB =-10log n
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Table (6) The SNR values for experimental trials

44,9 | 48.7 | 47.7 | 51.3 | 46.9 | 49.4 | 48.1 | 50.7 | 48.9 [ 52.7 | 51.6 | 44.2 | 46.5 | 46.3 | 47.0 | 45.7

After obtaining the SNR values, the next step was to obtain the average response values of
SNR at low and high levels of each factor and hence the effect of each factor on the SNR. The

results are shown in table (7) and table (8).

Table (' 7) Average SNR Table for factor A

Factor
A

Average
SNR at

level 1

Average
SNR at

level 2

Average
SNR at

level 3

Average
SNR at

level 4

Average
SNR at

level 5

Average
SNR at

level 6

Average
SNR at

level 7

Average
SNR at

level 8

Effect
of the

factor

Factor

46.83

49.53

48.19

49.43

50.84

47.96

46.41

46.38

4.52

Effect dB

Table (8) Average SNR Table for other factor

Average SNR at
level 1 dB

Average SNR at

level 2 dB Effect of the factor dB

Factors

Tables (7) and (8) show that factors A and C have a dominant effect on the SNR, followed by
factors F, G, H, B, F, and D. The main effects plot for the SNR is shown in figure (3).
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Figure (3) the main effects plot for S/N ratio

The relative magnitude of the effect of different factors can be obtained by decomposition of
variance, called ANOVA (Table 9). The Sum of Squares column in Table (9) was calculated

using equations (2), (3) and (4), the Mean Square column with equation (5) and the F-ratio
column as calculated with equation (6). The ANOVA table has shown that the most dominant

factor effects arc D (welding current), E (stud design) and A (welding time). The optimal

conditions setting of factors. which will maximize the SNR is (i.e. the best control factor
settings) depend on the SNR arc AS, 132. C2, D2, E2, F2, G1 and H2.The calculations of

Analysis of Variance for the factors by using Matlab software are:

Table (9) ANOVA for the SNR

Source of variation Sum of Squares

o
-

Mean Square

37.384

5.341

3.529

3.529

19.769

19.769

0.004

0.004

1.129

1.129

9.899

9.899

9.402

9.402

6.679

6.679

6.070

R

6.070

93.865

-
ol
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Stage (2): Performing the SNR analysis and (S.D.) analysis, then the next step was to

identify the factor effects that have significant impact on the mean response. The average
response values at each level of the factor A and the effects are present in table (10), and the
average response values at low and high level for the other factors and their effects are present
in table (11).

Table (10) the average response of welding time control factor

Average | Average | Average | Average | Average | Average | Average | Average | Effect

A meanat | meanat | meanat | meanat | meanat | meanat | meanat | meanat | ofthe
level 1 level 2 level 3 level 4 level 5 level 6 level 7 level 8 factor

Factor Effect 231.3 313.1 284.3 336.1 382.3 284.1 2221 228.6 | 160.6
N/mm?

Table (11) the average response values at each level of the factors and their effects

Mean response at Mean response at
Factors

level 1 N/mm? level 2 N/mm?

270.29 298.16
257.07 313.47
278.73 291.81

278.43 292.11

255.61 314.93

310.17 260.37
269.55 300.99

The main effects plot factor effects are illustrate in Figure (4).

Welding Sheet Sheet Welding Stud Stud Surface
N/mmfime thickness ~ material  current design material Preheat  condition
380
340
> =
= B 300
§ = _.7,4.__
260
220

N3\ N AN LN VLN anN v N TN L2y
Figure (4) main effects plot for the mean response
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Process

Figure (4) shows factors A, C, E and F have a significant impact on the mean
response (i.e. mean tensile strength). This will be followed by factors B, H, D and

The variance ratio (F-value statistic) represents the ratio of variance due to the effect

of a factor and variance due to the error term. This ratio is used to measure the

significance of factors included in the error term [17, 18]. The F value obtained in the analysis

of variance is compared with a value from standard F tables, to decide significance of

statistical level. It can be seen from table (12) that factor A (welding time) has a large affect

on the mean of stud welding tensile strength (43.37° of fraction of importance). Value of
factor C (sheet material) and F (stud material) are (13.84%). (13.53%) respectively.

Source of

variation

Table (12) ANOVA for the response

Sum of Squares

o
=

Mean Square

Percent contribution

P)

42304.33

6043.48

43.37

3089.23

3089.23

3.17

13493.92

13493.92

13.84

519.19

519.19

0.53

1005.63

1005.63

1.04

13203.33

13203.33

13.53

8817.68

8817.68

9.05

3271.65

7
1
1
1
1
1
1
1

3271.65

3.35

11829.65

[0}
s

143.84

12.12

97534.58

(o]
o

1119.02

100

Added the factors B,D,E,G and H can be pooled. A new table without the above factors was
constructed (table13)

Source of

variation

Table (13) the pooled ANOVA for response

Sum of

Squares

Mean

Square

Variance ratio
(F-ratio)

Percent

contribution (p)

42644

6092

14.2

40.36

13686

13686

31.91

135

13095

13095

30.53

12.89

28779

428.86

1

33.25

98204

1033.72
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The sum of squares of pooled factors was added to the error term, and then new mean square

of the error term was calculated using equation:
> sP+s,
V, = <

D AL

, Where superscript p indicates the pooled factors.

Since the degree of freedom of the factor A is 7 and for error term is 86, so, F7 = 2.11

at level of significance (950 o confidence), see ( F-table )(Fisher -table).

As the computed value of variance ratio (14.2), (table 13), is bigger than the value from
(F table), so there is in 95% of confidence this factor A (welding time) has an effect on stud
welding process. For (C and F) factors, the degree of freedom is 1 so the F1, 3.97, since
computed F-ratio are 31.91 and 30.53 respectively for each (table 13) which is higher than
from F-table, then the above two factors also have an effect in the stud welding process, as
well as for A.

After identifying the significant factor effects, the next step was to determine the
optimal setting for these factors which will bring the mean response as close as possible to the
target. He optimum condition (i.e. the best control factor settings) based on the mean response
figure (4) was:

As, B,, Cy, Dy, Ey, F2, Gy and H,.

Here the factors B, C, F and H are the same with the last setting (see stage one). While
for factor A this is difference, when we choose A5 or A6, if choose A5 (the welding time
is0.35 second), then the tensile strength and standard division will be (382.341N/mm2 and
72.47 N/mm2) respectively, while when choose A6 (the welding time is 0.4 second), the
tensile strength and standard division will he (284.110 N/mm2 and 51.61N/mmz2). So, in this
study an estimated of factor A (A6=0.38 second) is considered. For factor D, the mean and
standard deviation of this factor, in level D1, is (278.73 N/mm2, 50.56 N/mm2) respectively,
while them, in level D2, are (292.11 N/mm2, 58.04 N/mm2) respectively, so D1 would be
considered. The same thing for factor E1. For factor G, the mean and standard division of this
factor, in level G . are (310.17 N/ni2, 51.75 N/mmz2) respectively, while them, in level C , are
(260.37 N/mm2, 56.84 N/mm2) respectively, so C | would be considered. The factors levels

are:

Ag, By, Cy, D1, Ey, Fy, G; and H.

In order to reach the optimal factor settings, the factor setting that yields minimum

quality loss can he study. The quality loss function for larger the better is:
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2
I"(y)::ldkolxo y2

The summarized calculation is shown in table (14).

Table (14) loss function calculation

¥)? L(y)/K (money unit/piece)

299094.4 3.3x10°
202216.8 4.9x10°
230924.9 4.33x10°
125509.6 7.97x10°
243914.1 4.1x10®
163858.9 6.1x10°
174992.3 5.71x10°
145438.5 6.89x107
190410.7 5.25x10°
83183.4 1.2x10°
160655.2 6.22x10°
290938.1 3.43x10°
256371.3 3.9x10°
260776.3 3.83x10°
230653.3 4.33x10°
276680.6 3.61x10°

1
2
3
4
5
6
7
8
9

[y
o

[N
[N

=
N

=
w

[y
SN

[y
(S,

[Ey
[op}

From table (14), run (1) which represented in bold yield the rnininmm loss. Settings

based on the loss-function analysis was therefore obtained as:

Ay, Fi, Cy, Grand Hy
For factor A, level 1 will yield a veiy low tensile strength (182.302N/mmz2), so this
level is not taken. ibr the three factors F, C and G the level is the same, for factor H in level 1
the tensile strength is (269.55N/rnrn2), while in level 2 it is (300.99N/mmz2) the reduction is

also high, so the final optimum stetting is:

AB: Bz, C;, Dy, Ey, Fo, Gy and H,.
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Predicted Mean Response at the Optimal Condition
The predicted mean response at the optimal condition is estimated only from the

significant main effects. The main factor effects, which has a significant impact on the mean
response were A. F. C, C and H. The predicted mean response based on the optimal factor

levels of A, F, C, C and Il is given by:

R=T+ (A 6-T) + (C2-T) + (F2-T) + (G1-T) + (H1-T)
Where
R= predicted mean response at the optimal condition
T = overall mean of all observation in the data
R=284.225+(310.5-284.225)+(313.47-284.225)+(314.93-284.225) +(310.17-
284.225)+(300.99-284.225)
R=413.185 N/mm’

Interpretation, Experimental Conclusions and Confidence Interval for the Predicted
Mean Response

After interpreted the results of the analysis, it is advisable to ensure that the

experimental conclusions are supported by the data. The confidence interval is the variation of
the estimated result at the optimum condition.

MSE = error variance =143.84 N/mm?
Fl’ 9 - 3.96

N, = % =8
7+1+1+1+1+1

Therefore, the 99 per cent confidence interval for the mean tensile strength is given by:

\/3.96><143.84

99 percentCl =413.185+

=413.185 +8.43 N/mm’

The result at the optimal condition is 413.185+8.43 N/mm2 at the 99 percent
confidence level. After determination the confidence level for the predicate mean response,
makes a confirmation experiment or run. The confirmation experiment/run is used to verify
whether the predicated mean response based on the optimal combination of factor levels give
process response within the confidence limits or not. If conclusive results are obtained from

the confirmation run, a specific action on the process may be taken for improvement.

Confirmation Run
A confirmatory run/experiment (or follow-up experiment) is necessary in order to

verify the results from the statistical analysis. This is to demonstrate that the factors and levels

chosen for the influential factors do provide the desired results. The insignificant factors
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should be set at their economic level during the confirmation run/experiment. If
conclusive results have been obtained, improvement action on the product or process under
investigation is recommended. On the other hand, if the result does not turn out as expected,

further investigation may be required.

In industrial experiments, once the solution has been implemented, it is recommended
to monitor the process by constructing control charts on the experiment’s response variable
(s) and critical factors that influence the response. Control charting will ensure that the
problem does not reoccur [133]. For the study, the sample taken contains ten pieces were
produced under the optimal condition that is in table (15):

Table (15): the optimum stud welding condition based on Taguchi

methodology optimization

I factor level I

A s welding time 0.38 second

B, :sheet thickness 3.175 mm

C, :sheet material non- galvanized (K14358steel)

D;: welding current 350 Ampere

E.: stud design Small stud
F,: stud material 40CrMnMoS8-6 steel

G, Preheating

H,: Surface cleaning Clean sheet

The results are shown in table (16):
Table (16) the sample tensile strength based on Taguchi methodology optimization

Tensile strength

N/mm?
443.52
421.32
410.63
390.48

472.40

422.67

398.93
431.88
408.33

524.55
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The mean tensile strength from the confirmation run was 432.47 N/mmz2 the standard division
is 39.950 N/mm2 and the range is 134.07 N/mmz2.

The effect of every factor of the study can be summarized as:

Welding Time
This factor strongly effects on tensile strength measure. the mean value of tensile strength in

levels (0.15 ,0.2 ,0.25 ,0.3 ,0.35 ,0.4 ,0.45 ,0.5) second is (231.3 ,313.196 ,284.32 ,336.1
,373.95, 284.11 , 222.16 . 228.64) N/mm2 respectively. The effect of factor on the mean is

(42.3 9perccnt) which shows 110W much the variation of stud welding tensile strength from

one level of welding time to another, The welding time has a relationship with the input
energy rate; there is when the welding time increases the average input energy increases that

lead to increase in tensile strength until value it decrease due to over energy.

Sheet Material
Macrograph pictures show that the sheet material had two effects. First, galvanizing appeared

to result in greater porosity in the joints. The mean of tensile strength in level 1(K52355) is
157.07 Nmm2 and in level 2 (K14358) is 313.47 N/mm2. Also, there appeared to be
considerably less heat and retained liquid metal in the joints on coated sheet. Second, the non-
galvanized sheet (K14358stecl) indicates higher tensile strength, this may be due to the
percentage of carbon contain (O.144°0) is higher than for galvanized (K52355) sheet
(0.0689%). The effect of factor on the mean tensile strength is (13.78percent).

Stud Material
This factor also effects in the stud welding process, the different value of tensile strength call

he shown from one level to another. The mean tensile strength in level 1(54NiCrMoS6) is
255.61 N/mm2 and in level 2 (40CrMnMoS8-6) is 314.93 N/mm2.The effect of factor on the
mean is (13.18percent). The higher value of strength for (40OCrMnMO0S8-6) from the strength
for (54NiCrM0S6) may be due to the containing of carbon where for the first (0.229%) while
for the second (0.139%) , as described previously for sheet material, and also due to other
alloy elements for example tile percentage of Mg is (1.07°) ill 40CrMnMoS8-6 and (0.405%)
in 54NiCrMoS6.

Preheating
This factor gives a positive effect on both the increase of the tensile strength and a decrease in

the variation of process. The mean tensile strength in level I(preheating) is 310.17 N/mm2 and

in level 2 (no- preheating) is 260.37 N/mm2 .The factor effect on the mean is (9.1 percent).
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The base metal must he preheated to prevent the formation of cracks. This is similar to the
effect on arc welding process for reducing heat effect (heat tear) that reducing the cooling rate
for tile welding area and HAL which reducing the hardness of these areas especially when the
carbon percentage more than 0,25 that yield hardness phases (without preheating). All
oxyfuel gas heating torch is used for heating because only a localized preheated zone is
needed; the preheating temperature is between (31 5-3 70) °C.

Stud Design
The design of tile stud influenced the working area of the stud surface. This factor was found

to completely dominate the tensile results. Despite of the fact that flange studs are going to
have a greater area for welding and subsequently greater strengths, flange stud joints
susceptible to porosity compared to smaller studs as micrographic pictures show, this appears
to be due to a geometry effect. Tile mean of tensile strength in level I(small stud) is 278.43
N/mm2 and in level 2 (flange stud) is 292.1 IN/mm2 Flange stud actually appeared to
increase tensile strength performance and this is showing in many specimens but the variety is
more may be due to preparing of flange stud is not at accuracy enough that causes porosity.

The effect of this factor on the mean is (9.11 percent).

Surface Cleaning
This factor has little effect on the measured tensile strength compared with tile previous

factors; the effect of this factor on the mean is (3.36 percent). The mean of tensile strength in
level 1(oil sheet) is 269.55 N/mm2 and in level 2 (clean sheet) is 300.99 N/mm2 .The clean
sheet already shows the greatest tensile strength and this is logic, but limited and which may

be due to the wielding area is small that lead to little effect.

Sheet Thickness
Increasing sheet thickness has two effects; the first; a thicker sheet is stiffer during

mechanical testing and this minimizes the peel characteristic of the tests and increases
strength. The second thicker sheet present increase in the area of heat diffusion that lead to
high cooling rate which creating inherently stronger welds. The mean of tensile strength in
level 1(1.6 mm) is 270.29 N/mitt and in level 2(3.175 mm) is 298.16 N/mm2 The effect of

this factor on the mean is (3.0 percent).

Welding Current
This factor has the smallest effect factor where the effect is (0.34percent). The mean of tensile

strength in level 1(350 ampere) is 278.73 N/mm2 and in level 2 (540 ampere) is 291.81

N/mm2. I his result is far from the expected result where the welding current play important
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role in arc welding process. But this happen here may be due to the two levels of welding
current that choosing represent the boundaries of welding current, and there no
intermediate grade between this two levels in the welding current selector of stud arc

machine.

CONCLUSIONS
The study has showed a significant improvement (approximately 30.84 percent) increase in

stud joint tensile strength and (approximately 30.06 percent) decrease in stud joint tensile

strength variation.

Measures of weld quality in this study included tensile strength testing and some macrograph
photos. Statistical techniques used to produce a series of main effect plots for factors and
results are analyzed. These robustness plots allowed direct observation of how weld quality
measure was affected by each factor of interest. Specific conclusions from this study are as

follows:

e Dominant factors in the Performance of Stud Welds - the dominated effective factors
of stud welds performance are (welding time), (plate material) and (stud material) study.

o Effect of preheating plate - preheating has positive effects on the increasing of the

tensile strength with reducing variability.

o Effect of Stud design - increasing stud area appeared to decrease of measures of
tensile strength. This was true where the levels of internal porosity also increased with the

larger studs.

o Effect of Plate Thickness - increasing thickness led to increases in mechanical
measure (tensile strength) of weld quality. The benefits appeared to come from increased
stiffness of the joint as well as increased peel strengths associated with the thicker

material.

o Effect of Plate Material - Welding onto galvanized plates appears substantial porosity

in the joint, so the non-galvanized plates obtain better tensile strength.

o Effect of Other Factors - weld quality measurements (tensile strength) as well as
macrograph sections show the other factors in the study, welding current and the presence

of surface cleaning, all had little effect.
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BENDING MOMENT INFLUENCE SURFACES FOR
RECTANGULAR CONCRETE PLATES SIMPLY SUPPORTED AT
THREE EDGES AND BUILT-IN AT THE FOURTH EDGE
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ABSTRACT
Presented in this paper is a series of bending moment influence surfaces for concrete

rectangular plates simply supported at three edges and built-in at the fourth edge. The solutions are
obtained analytically on the basis of thin plate's theory with small deflection using double Fourier
series. The influence surfaces are presented for two observation points namely the center of the
plate as well as the midpoint of the built-in edge. A computer program was written in FORTRAN
language to generate the influence surfaces making use of the developed analytical solutions of this
work. The validity of the computer solution was confirmed by comparing its results with published
results for zero Poisson's ratio and excellent agreement was obtained. An application of the
influence surfaces for the case of a line load as well as a strip load is also presented.

The paper reveals that the bending moment influence surfaces depend on the actual value of

Poisson's ratio, aspect ratio of the plate, and position of the observation point.
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INTRODUCTION

For bridge decks, the types of construction are divided into beam, grid, slab, beam and slab, and
cellular. A slab deck behaves like a flat plate which is structurally continuous for the transfer of
moments and torsions in all directions within the plane of the plate (Hambly, 1976).

In bridge design, the most important and most difficult task faced by the structural designer is the
accurate estimation of the loads, which may be applied to a structure during its life. After loads are
estimated the next problem is to decide the worst possible combinations of these loads which might
occur at one time (McCormac, 1989). The concept of considering an actual bridge deck as an
equivalent plate for the purpose of determining the distribution of stresses is well established
(Cusens and Pama, 1975).

Influence lines can be used for two very important purposes (Merritt, 1999); the first purpose is, to
determine what position of live loads will lead to a maximum value of the particular function for
which an influence line has been constructed. The second purpose is the value of that function with
the load so placed or, in fact, for any loading condition.

The influence surface represents a two-dimensional analogue of the one-dimensional influence lines.
They are independent of the mode of loading and can be evaluated easily for each load case, for
plane structures which are indispensable for the analysis of bridge structures (Pucher, 1973).
Pucher (1973) obtained influence surfaces for the internal forces of various plates but they are
restricted to Poisson's ratio equal to zero with length to width ratio equal to 0.8, 1.0, and 1.2.
Timoshenko and Woinowsky —Krieger (1989) presented analytical results for the bending
moments of rectangular plates with various edge conditions and a Poisson's ratio of 0.3.

Razouki and Al-Lami (2005) studied the effect of Poisson's ratio on the bending moment influence
surfaces for simply supported rectangular plates. Also Razouki and AL-Ani (2006) studied the
effect of Poisson's ratio on the bending moment influence surfaces for rectangular plates simply
supported at two parallel edges and fixity at the other opposite edges.

It is worth mentioning that the software LARSA can deal with influence surfaces of plate-deck
models using standard and new two-dimensional vehicle definitions that model both the length and

width of the vehicle and tire contact area.
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Finally, it is useful to note that Boyd et.al (1999) and Wang et.al (2000) made use of the influence

surface theory of thin plate for representing mathematically the human knee joint surfaces.

POISSON'S RATIO:

The Poisson's ratio of concrete is a basic function in analyzing and designing prestressed and
ordinary reinforced concrete plates and shells (Klink, 1985).

Francis et.al. (1991) stated that Poisson's ratio was found to be insensitive to the age and the
richness of concrete mix and may be taken as approximately 0.19 for concrete. According to ACI
Committee 363 (1984), the value for Poisson's ratio of light weight aggregate high strength
concrete is equal to 0.2 and for normal weight high strength concretes, Poisson's ratio varies
between 0.2 and 0.28.

According to Kupfer and Gerstle (1973), Poisson’'s ratio for concrete shows some dependency on
the stress ratios. They obtained a value of 0.2 for biaxial compression, 0.18 for biaxial tension and a
range of 0.18 to 0.2 for tension compression state of stress. Neville and Brooks (1987) pointed out
that Poisson's ratio for concrete has been observed to remain approximately constant up to a stress
level of 80% of the concrete strength. Beyond this level, Poisson's ratio increases rapidly and values
in excess of 1.0 have been measured by Darwing and Pecknold (1977) .Mirza et.al (1979)
reported that Poisson's ratio under uniaxial tension is somewhat lower than in uniaxial compression.
For the purpose of analysis in this work, the value of Poisson's ratio to be considered for concrete is
0.2. However, the analysis remains valid for any other material having a Poisson’s ratio close to that

for concrete.

KIRCHHOFF-LOVE THEORY OF THIN PLATES :

Timoshenko and Woinowsky —Krieger (1989) differentiate between thin plate theory with small
deflection and that for large deflection.

However, Zehender et.al (1998) reported that the crack tip stress field in a plate described in terms
of the small deflection Kirchhoff plate theory is still valid for large deflections.

Thus , the use of thin plate with small deflection is quite justified.

According to Szilard (1974), the small deflection plate theory which is attributed to Kirchhoff and
Love, is governed by the following differential equation describing the behavior of isotropic plate
which was obtained by Lagrange in 1811 (Timoshenko and Woinowsky —Krieger , 1989)
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o'w ) o'w +64W_q(x,y)

x oty o' D @
where
w =lateral displacement of the plate.
q(x, y)= intensity of lateral load.
D= flexural rigidity of the plate.
= (2)

T

E=modulus of elasticity of the plate material.

h=plate thickness.

y=Poisson’s ratio of the plate material.

The bending and twisting moments can be obtained in terms of deflection surface as follows

(Timoshenko and Woinowsky —Krieger,1989):

2 2
M, =—D[6W+vawj

aXZ ayZ
2 2
My :_D[Zy\;”vgx\;vj (3)
o°w
M, =-M_, =D(l-
Xy yX ( )6X8y

where
My =bending moment per unit length acting on the sections parallel to the y- axis.
M =bending moment per unit length acting on the sections parallel to the x- axis.
M, M= Twisting moment per unit length of sections perpendicular to the x and y
axes respectively.
According to Timoshenko and Woinowsky-Krieger (1989), the analytical solution for rectangular
plates simply supported at three edges and built-in at the fourth edge as shown in Fig.1 can be
determined by superposition approach .This approach makes use of Navier solution and Levy

solution for simply supported plate at all four edges as discussed below.

P
| >
X
/,
ﬁ

Fig.1 point load on the plate.
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BENDING MOMENTS FOR RECTANGULAR LOADED AREA ON THE PLATES:

Various methods of solution of the plate equation are available (Girkmann 1963; Szilard 1974
and Taylor and Govindgee 2002). However, the double Fourier series is adopted in this work as it
ensures convergence.
For a simply supported rectangular plate at four edges subjected to rectangular loaded area as
shown in Fig.2, Timoshenko and Woinowsky-Krieger (1989) stated that the deflected surface
wi(x,y)is

mz& innzm inm;zu .nnrzv . Mzax . nay

164 . Sin " S b S 2a i stm . sin b
w (X, y) = —=
1( y) ﬂGD; nZ:]; |:m2 n2:|2 (4)
mn — + —
a? b?

%

VY VVY
/<—><—>

u/%/z

[T/
/e a -
7/

v

Z,W
Fig.2 simply supported rectangular plate with uniform loading on a rectangular area

a= the length of built-in edge.
b= the dimension of the plate perpendicular to built-in edge.
The deflected surface for a simply supported rectangular plate subjected to distributed moment at

the edge y2=b/2 as shown in Fig.3 becomes (Timoshenko and Woinowsky-Krieger, 1989):
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a ./

e

Vo

W/

0

b/2

Y2

Fig.3 distributed moment at the built-in edge y, =b/2 after Szilard (1974)

[am tanhe,, cosh M7z _ M2 sinh mﬂy2j+

a a a

£ sin M
2 = EnSIN1 coshar,,

a
W(xy) = oy 2
4rDad m { : (am cothe, sinh 12 - M2 e mﬂy?j (5)
sinhe,, a a a

where

Y, =y-b/2

o, =70 (6)

2a

E,. =coefficients of a single sine series of distributed moment at the
edge y,=bh/2
The parameter Er,, can be determined by using the condition at built-in edge which indicates that the

two slopes are equal in magnitude and of opposite signs.

This means
). 3
oy (x,y=b) Y. (x,y2=b/2)

The slope % produced by rectangular loaded area can be determined from Eq.(4) as follows :
y

.Mz . Nz . Mau . Nav . Mzax
» » SIN sin sin sin——sin——cos Nz
(3W1j _16q, Ty a b 2a ~ 2b a
8y y=b ﬂ'sz m=1 n=1 m2 n2 2
"lat T
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The distributed moment My at the side y,=b/2 shown in Fig.2 produces the following slope from
Eq.(5):

E sin & 1 [am tanh «,, sinh M0 _ sinh M _ M oo mﬂbj +
[6\/\/2) a i m >N cosh e, 2a 2a  2a 2a
ayZ y,=b/2 47Z'Dm:1 m 1

(am coth &, cosh mzb _ cosh mzb _ mzb sinh mﬂbj
2a 2a  2a

sinh &, 2a

where {see Eq.(6)}
_ mab

™ 2a
The substitution into above equation yields

m=1

w EnSin— 8
M, __ @ > a (am tanh® o, —tanhe,, + a,, coth® o, — coth,, —Zam) ®)
&, ), . 4D m

Then, E, can be obtained from the condition of Eq.(7) as follows:

_640.a° = sin m—ﬁésin nﬂsin Msin@cos nz
E - EE > . a b 2a 2b (9)
T e 2,2
or ' {mz + nb? } (am tanh? o, — tanh,, + «x,, coth? &, — cother,, — Zam)
64Pa° = sin m—”gsin nTmsin rr;—ﬂusin%cos nz
_- a a
" & | 2 2 (10)
m*+-— (am tanh® ¢, —tanha,, +a,, coth® a,, —cothe,, —Zam)
Thus, the bending moments can be obtained as follows:{ see Eq.(3)}
242
160 4 {m2+vz; }ﬂnmﬂgsmngnﬁntfuﬂntgsmnmxﬂnt?
0y a° & & a a a
MX - 7[4 ;; nzaz 2
. 2
mn{m + bz}
i {(1— v)(am tanhe,, cosh MDYz _ M2 gjnp M2 j +2vcosh mﬂyz} +
= coshe,, a a a a
%Z E,, sin mz (11)
- a
' _ L {(1— v)(am cothe,, sinh MDYz _ M2 gogh M2 ) +2vsinh mﬂyz}
sinhe,, a a a a
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2
n-a ..Mz . N . Mnau nav m n
{sz + :|Sln é:Sln m73|n smz—bsm—smTﬂy

a b 2a
2
7 m=1n=1 mn | m? + n’a’
b2

L {(v —1)(% tanh e, cosh MDYz _ M2 gjnn M2 J +2cosh m;zyz} +
a a a a

omay, mzy mzy . mazy
{(v—l)(amcothamsmh az_ azcosh a2J+25|nha2} (12)

sinhe,

To have a good ckeck on the resultes obtained , use can be made of the case of full uniform loading
over the whole plate treated by Timoshenko and Woinowsky —Krieger (1989) for which they
presented the bending moments at the midpoint of the built-in edge and at the middle of the plate.

For the case of full load u=a, v=b and equations (11) and (12) give the dimensionless bending

(13)

moments
2,2
M 16 {mz +v nb? } sin ™ i nzﬁ sin m7smn7” sin m—ﬂxsm%y
2 & a a
mx = XZ :74272 2.2 2 +
goa m=1n=1 n-a
mn | m? + o2
i‘ {(l—v a, tanhe, cosh 22 _ M2 i, MYz j +2vcosh 12 } +
© mzx SNo a a a a
= > E msin—-
4mZ:1 a 1 . omay, may mazay . may
- @- v)[am cotha,, sinh 2 - 2 cosh z J +2vsinh—=2
sinh ¢, a a a a

2,52
n-a . Mg . Nzn . Mz . Nz . Max . Nzay
|:sz + :| Sin 5 Sin SIn—— SIN——SIN——-_S8In——

M 16 & b? a b 2 2 a b
) 2 ;
qoa 7T m=1n=1 |: ) n‘a :|
mn|m +b72
L (v—l)(am tanha,, cosh L B FRATY mﬂyzj+2cosh ”‘”3/2}+ (14)
ZE _ max| coshe,, a a a a
— m |n7
- L {(V—l)(am cothe,, sinh MA2 M2 cosh mﬂyzj+25inhmﬂy2}
sinha,, a a a a
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Arly Eq.(10) becomes

mzs .. N7
o sin ™= sin M gin M7 6in N7 cosnr
B = E, :—64a a b 2 2
%o o =7, na?T , ,
m* + oz (am tanh® o, — tanh,, + o, coth® e, — cother,, 720:,“)

(15)

BENDING MOMENTS FOR POINT LOAD ON THE PLATE:
For the case of a point load as shown in Fig.1 which is of interest for the generation of the influence
surfaces, the coordinates ¢ and n refer to the position of the point load, while those x and y refer to

the position of the observation point and the value of E., from Eq.(10) becomes :

. Mg . N . Mau . nav
S|n—§smﬂsm—sm—cosnﬂ

_ . a b 2 2
E,= s lim E e
uv {mz o } (am tanh? o, —tanher,, +a,, coth® &, —cotha,, — Zam)

mau nav 2
2a .. 2b mnrz

Noting that ' $In= =SIN== ==~ —and by letting P=1, the above equation gives the dimensionless

v—0

value of E,

. mz& . nzy
w mn sin——Ssin——-cosnx
e _Enb_-16 ay a b (16)
Pa 7Z'Zb n=1

na? | '
{mz o w (r,, tanh? o, — tanhar,, + ,, coth? a,, - cothar, -2a,,,

Thus , the dimensionless bending moments my and my become:

2,52
n-a M7 mazx n
{m +v }smésmﬂnsmsmgy

Myb 4 & & a
m, = — n
“a  x? mzzlnzz‘;
m? + "
(- v{a tanh «,, cosh M2 _ 2 sinh mﬁyzj+2vcoshmﬁy2}+ (17)
ZE Cmax cosha a a a a
— m n—
{ )[a cotha,, sinh 7zy2 M2 cosh ﬂyz)+2vsmh ﬂyz}
smha a a
2,2
Mb 4 e [vm2+ b? }smmm’gsmmsinmsmrfy
m=—yY"-_"_
Y a ﬂzmzﬂ; +
L }

{(V 1{am tanh e, cosh 12 _ M2 i, mﬂyzj+ 2C05h%} 4
cosh a, a a a a

(18)
{ v— 1)(am cothe,, sinh M2 _ 2 cosh mﬂy2j+ 2sinh m;zyz}
a a a a

lz E*m SinL
44 a

smha
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GENERATION OF INFLUENCE SURFACES:

All influence surfaces were generated by applying the unit load to numerous points of the plate
and evaluating the particular effect of moment produced at the observation point. The development
of the influence surfaces is achieved by using a computer program written in this work in
FORTRAN language and a program (Surfer) for plotting the contour-lines.

To show the validity of the developed solution and the written computer program, a comparison
with available solutions is made. The case of a square plate (a/b=1.0) having a Poisson’s ratio equal
to zero with the observation point at the center of the plate, has been chosen as the corresponding
influence surface is available by Pucher (1973).

Figure 4 shows that the contour lines obtained from the computer program are in excellent
agreement with Pucher’s solution.

To check the validity of the computer program dealing with the bending moment evaluation, the
cases of rectangular plates with a/b=0.5, 1.0,1.1, 1.2, 1.3, 1.4, 1.5 and 2.0 subjected to uniform load
over the whole plate and having a Poisson’s ratio of 0.3 have been chosen. This is due to the fact
that data for the bending moment at the center of built-in edge are available by Timoshenko and
Woinowsky-Krieger (1989). Figure 5 shows that the results of the bending moment my at the
center of the built-in edge are in excellent agreement with those obtained by Timoshenko and
Woinowsky-Krieger (1989).
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Fig.4 Comparison between the influence surface for m, obtained from
computer program with Pucher’s (1973) solution for the center of a square
plate having zero Poisson’s ratio.
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Fig.5 Comparison between Timoshenko and Woinowsky-Krieger(1989) and
computer program for evaluation of bending moment my at the center of
built-in edge of a rectangular plate with different values of aspect ratio a/b

and having Poisson’s ratio of 0.3
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Fig.6 Comparison between analytical, finite difference and finite element solutions
for bending moments m, at y=0.5b and my at x=0.5a for a rectangular plate
(a/b=1.2) with partial loading having Poisson’s ratio of (.2

Figures 7 to 13 present influence surfaces for rectangular plates simply supported at three edges

and built-in at the four edge with aspect ratio a/b equal to 0.6, 1.0, 1.4 and 2.0 respectively.
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It is observed from figure 9 that for the case of square plates the influence surfaces for both my and
my are represented by positive contour lines only. The influence surfaces for my at the center of the
rectangular plates for aspect ratio of 1.4 and 2.0, are represented by negative and Positive contour
lines while those for my are represented by positive contour lines as shown in figures 11 to 12.

For rectangular plates with aspect ratio smaller than 1.0, such as 0.6, the influence surfaces for both
the my and my at the center of the plate are represented by positive contour lines as shown in figure
7. All influence surfaces for bending moment my at the center of built-in edge for rectangular plates
having aspect ratio ranging from 0.6 to 2.0, are represented by negative contour lines as shown in
figures 7-10-13.

For partial loading, there is a possibility for negative bending moment my at the center of the plate

which increases as the aspect ratio increases.

APPLICATIONS:
To show how the influence surfaces can be used not only for concentrated loads but also for line
and strip loads, the following applications are presented.
EVALUATION OF THE BENDING MOMENT MX DUE TO A LINE LOAD:
For the case of a rectangular plate simply supported at three edges and built-in at the fourth edge
with aspect ratio a/b=1.4 and a Poisson’s ratio of 0.2 subjected to a line load extending in the x-
direction as shown in Figure 14, the evaluation of the bending moment Mx at the center of the plate
can be achieved by using the corresponding influence surface as follows:

v

F

P]_:P.-"'I'El

] - ) v=0.2 | Multiplication
R ] S Factor=1/87

|_. a -|
I~ o

Fig.14 influence surface for mx of a rectangular plate having an
aspect ratio of 1.4 and a Poisson’s ratio of 0.2 subjected to a line
load extending in the x-direction at n=0.7b.
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According to Pucher(1973), the bending moment Mx produced at the observation point (X, y) due

to a line load can be calculated from this formula

(lu.r }(x__r}

= | p(s) .i(x. y).ds (19)

where
x and y= coordinates of the observation point.

p(s) is the line load intensity.

X (x, y) are the influence values of the bending moment corresponding to applied line load.

The integration in Eq.(19) represents the area integral of the influence values over the loaded line

which can be computed by using the Simpson’s rule (Saffand Snider, 2000) as follows

b hom
jf{-r) dx = Ejz {f(xzk—z) +4f () + fxy :"} (20)
a k=1

where

h=b-a/2n is the distance between any two points of the partition.

f(Xo),f(x1),f(X2),.....f(x2n) are the functions of defined integral at the points Xo, X1, X2, ..ovv...... Xon
respectively.

2n=the number of equal parts of divided interval (a, b).

Because the influence surface for mx is symmetric about the y-direction through the center of the
plate as shown in Figure (14), only one half of the corresponding influence values for mx are
represented in Figure.(15).

The ordinates of the influence surface for mx in Figure (14) are dimensionless, therefore the area in
Figure.(15) is obtained as a dimensionless quantity by applying the Simpson’s rule on the influence
values of mx .

Note that in Figure.(15), the influence values corresponding to line load are obtained from the
influence surface at the interval of A(x/a)=0.05.

This area becomes F=0.152 and the dimensionless bending moment mx can be computed as follows:
mx=2*F*multiplication factor=2*0.152*(1/8m)=0.012

According to Eq.(11) the bending moment Mx at the plate center evaluated by using the influence

surface becomes

S S X (1)
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The bending moment Mx at the plate center was calculated also using the computer program (EBM)

which gave
m_P,a’ B a’
M, =—"L= —00125-= (22)
b b
> 14 -
5 12 -
& x 1 4
2
2 £ 081
oG 06-
5 04
@£ 0.2
E D*h_-ﬁ—\_‘_\_\_‘_'_o_,_o—'-'—' T T 1
s 029 0.1 0.2 0.3 0.4 0.5
xla

Fig.(15) variation of the bending moment mx at the center of a rectangular plate
with a/b=1.4 and a Poisson’s ratio of 0.2 corresponding to a line load extending in

the x-direction at a distance n=0.7b in the v-direction.

The small difference in the results is due to the interpolation of mx resulting from the influence
surface at the chosen interval.

EVALUATION OF THE BENDING MOMENT MY DUE TO A STRIP LOAD:

For the case of a rectangular plate simply supported at three edges and built-in at the fourth edge
with aspect ratio a/b=1.4 and a Poisson’s ratio of 0.2 subjected to a strip load extending in the y-
direction at a distance of (=0.8a in the x-direction as shown in Fig.(16) , the evaluation of the
bending moment My at the center of the plate can be achieved by using the corresponding influence
surface shown in Fig.(17)

According to Pucher(1973), the bending moment My produced at the observation point (X, y) due

to a distributed load can be calculated from this formula

)., = [[pEmX(xy:5.mdvdy
4 (2 3)
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Fig.(16) rectangular plate with aspect ratio of 1.4 and
having a Poisson’s ratio of 0.2 subjected to a strip load

in the y-direction.

Where

X (x, y;& ,n ) are the influence values of the bending moment corresponding to the applied
distributed load.
p(C, m) is the distributed load.

To evaluate the double integral of this formula, a strip load is plotted into the influence surface for
my and the area under this load is divided into five sections perpendicular to the x-direction of the
plate as shown in Figure (17).

The evaluation of the individual areas is made by plotting the shape of the different sections
separately as shown in Figure (18). Note that a uniform interval A(y/b)=0.05 was used and the

corresponding my - values were interpolated from the corresponding influence surface.
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Fig.(17) influence surface for my at the center of a rectangular
plate (a/b=1.4) for Poisson’s ratio of 0.2 subjected to a strip load
in the y-direction.

Thus, the individual areas are computed by using Simpson’s rule as discussed before and the
following results are obtained
FI=0.541, FIl =0.431, FIll =0. 348, FIV =0.301, FV =0.22
The spacing between the individual sections A(u/a)=0.05 and the multiplication factor is 1/8x. Thus,
using Simpson’s one third rule again, the dimensionless bending moment my becomes
my = 1/3*0.05*(1/8m)* F1+ 4FIl + 2F1I +4FIV +FV =0.003
According to Eq.(12) the bending moment My at the plate center becomes

M, =m, q,a" =0.003 g,a’ (24)
The bending moment Mx at the plate center was evaluated also using the computer program (EBM)
which gave

M, =0.0031q,a’ (25)
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Fig.(18) the distribution of the bending moment my at the center of a
rectangular plate with aspect ratio a/b=1.4 and a Poisson’s ratio of 0.2

corresponding to a strip load extending in the y-direction and having (=0.8a

This result is in excellent agreement with that obtained using the influence chart. It can be
concluded from these applications that for practical purposes, the use of influence surfaces to
evaluate the bending moments due to various cases of loading provides very satisfactory results
which are in excellent agreement with those obtained using the computer program (EBM).To
achieve higher accuracy with saving in time , the computer program (EBM) written in this work is

strongly recommended.

CONCLUSIONS:

e There is good agreement between the developed analytical solution with that presented by
Timoshenko and Woinowsky-Krieger (1989) for the case of a rectangular plate with
aspect ratio a/b=1.2 and Poisson’s ratio equal to 0.2 under the effect of uniform strip load.

e There is good agreement between the developed influence surface in this work with those
presented by Pucher (1973) for the case of a square plate (a/b=1.0) having a Poisson’s ratio
equal to zero with the observation point at the center of the plate.
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The negative regions of influence surfaces for bending moment my at the center of the plate

increase as the aspect ratio increases while those for my decrease with increasing aspect ratio.
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NOTATIONS

a Length of the built-in edge
amn Coefficients of a double Fourier sine expansion of any kind of loading q(x, y)
b The dimension of the plate perpendicular to built-in edge
D Flexural rigidity of the plate
E Modulus of elasticity
Em Coefficient of a single sine Fourier series of distributed moment My at the built-in
edge
h Plate thickness
m and n Integers 1,2,3,........ of the double Fourier series
My Bending moment per unit length acting on the edges parallel to the y-axis
My Bending moment per unit length acting on the edges parallel to the x-axis
Myy , Myx | Twisting moment per unit length of sections perpendicular to the x and y axes
respectively
my and my | Dimensionless bending moments
p Concentrated load
q Lateral load (load per unit area)
Jdo Intensity of the uniformly distributed load
uandv The sides of the rectangular loaded area parallel to the x and y- axes respectively
w(X, Y) Deflection surface
x and y Cartesian coordinates of the observation point
n y-coordinate of the centroid of the load
v Poisson’s ratio
£ x-coordinate of the centroid of the load
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ABSTRACT

The planning engineering is considered a vital part in the industrial operations series that
leads to achieve the proposed production plan. Because of scientific advancement and technical
development in the industrial field, the managements of the companies and job shops start to
automate the engineering and management activities for the aim of quickness and accuracy in
making proper decisions for the production process in order to get final product in a better quality
and minimum cost. This is achieved by the future estimation of production plan. The research
concern with evaluating the size of work arrival to the manufacturing shops and determining the
amount of capacity that is required to perform these evaluated job volume in a manner that warrant
decreasing the cost of orders and machines waiting. To achieve this aim, a constructation of
simulation system by using Visual Basic computer program that helps the user in future estimation
of job volume and determination of the best process capacity of the job shop which through it the
job can be accomplished.  Actual and realistic data that are collected from the documents of
Electrical Industrial Company (EICO) factories is in random orders arriving to factories in one man-
day and also the actual time to perform number of these orders. Through the designed software
which is used as a tool for simulating of the target production system in this research, the best
simulation daily process capacity was obtained for the job shop to be 130 hr per day where as, it
achieved the minimum value of the total cost. There is a great effect for this increment of job shop
daily process capacity in decrement of waiting of orders and this lead to optimal exploitation for
these presented capacities. To verify simulation results and obtain the optimum selection for these
results, the researcher used a modern technique called R-Technique or Response Surface
Methodology (RSM), which the desirability function which is used as a dual-purpose standard to
obtain the optimum value of job shop process capacity.
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Methodology (RSM), R- Technique

CONTEXT AND MOTIVATIONS

Production planning is fundamental to the operation of a manufacturing enterprise. The basic
problem is to determine the type and quantity of the products to produce, to meet uncertain demand
in the future time periods (Venkateswaran et al., 2004). Operations planning and control systems
cover three stages: planning, scheduling and execution (Volkmann et al., 1997). The planning
stage is concerned with balancing supply with demand. It includes demand management, resource
planning and master scheduling. The scheduling stage produces more detailed plans for material
and capacity requirements. Finally, in the execution stage orders are dispatched and fulfilled using
the materials and resources that were allocated in earlier stages. In the classification of (Sheer
1994), scheduling is concerned with sequencing orders that have already been released for
production and with deciding exactly when and on which machines jobs should be processed. The
primary goals of scheduling are to avoid late job completion, minimize flow times and to maximize
resource utilization (Vollmann et al., 1997). The job shop scheduling problem is the problem of
finding a way to schedule a number of operations, such that the last operation is completed as soon
as possible. Here an operation is a task that must be executed on a resource, called the machine
(Lennartz,1999).1n job shop scheduling, any job can be processed on any machine in an order that is
predetermined but can be different for each job (Lehtonen et al., 2003).

SIMULATION IN PRODUCTION SCHEDULING

Simulation is emerging as a part of decision support systems for production scheduling. It provides
an alternative when optimization approaches are too heavy and simple approaches such as priority
rules are insufficient. Classical optimization techniques use an appropriate mathematical description
of the scheduling problem that is minimized through the application of an algorithm (Sellers, 1996).
The simulation approach provides a great level of detail without being computationally too heavy.
A schedule is created by simply simulating the execution of the factory and taking the recorded
execution history as the schedule (Smith, 1992). The result will be a feasible schedule if all the
relevant constraints are included, which is easy as a simulation model can include a large number of
details. However, the simulation model does not necessarily come up with the best schedule,
although it will be a feasible one.( Roy and Meikle 1995) recommend discrete event simulation for
estimating the operative performance of proposed schedules that are generated using other methods.
As a part of a decision support system, simulation provides a way to get detailed information about
the consequences of scheduling decisions, regardless of whether they are based on manual or
optimization-based schedule generation. (Lehtonen et al., 2003).

OPTIMIZATION

Optimization means finding the specific certain set of inputs to a function, such that any change to
any of the inputs will result in a less desirable function output. Optimization approaches are
generally thought of as either analytical/mathematical or direct/empirical. Regardless of the
specifics, in an optimization routine in the most general sense is a procedure that, when applied to a
model, will result in the determination of the best model as defined by the fitness of an objective
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function. Most problems are solved by matching a modeling approach with an optimization, or
solving approach. Simulation is a specific computer based modeling approach which uses a chain of
cause and effect relationships to help the user build complex models from the ground up, one link at
a time. On the other hand, optimization often requires a simplistic modeling approach in order to
have a model that can be completely optimized (Hicks, 1999). In this paper we present an
optimization approach to a real-world production planning problem. Response Surfaces
Methodology was derived by evaluating the system at several points using computer simulation.
The results were then used to depict them graphically.

CHARACTERISTICS OF PRODUCTION SYSTEM

One of the Electrical Industrial Company (EICO) factories, is the Tools and Molds Factory. It is one
of the major factories in the company. This factory produces several kinds of dies, tools, and
fixtures which are used by the company; also making the required maintenance for these dies and
tools, which may be damaged during the production operations. This factory contains the machines,
as stated in Table (1).

Table (1): Machines of tools and molds factory.

R [T N RGN
N T [ RO

Assessment of Factory Capacity

The capacity of work for factory is represent by the number of machine in the tools & molds factory
and the Spare parts factory. They are (57) machines, but they do not works completely daily,
because of failures that occurs from the work and maintenance, and also because of broken
machines which can not be repaired. Therefore the about number of working machines are (40) with
(5) hours running per day are calculated using:

C, = Muxh . hr/day (1)

a
Where:

Ca : Process Capacity, M : Number of machine, h, : Number of activity hours.

Type of Order Arrivals
Orders arrive to the shop randomly between increasing or decreasing in the number and type and
depend on customer needs and as shown in the Fig. (1).
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Fig. (1): A random Order Pattern.

EXPERIMENTAL STUDY

Refereeing to the production planning in EICO, the establishment depends in programming of there
random requirements and forecasting upon the experience of the technicians without making use of
computers and updated software, a computer program is designed to be used in future calculation
of the orders which arrive to the factories and at any period. In this section a description for the
procedure for random orders arrivals approach is developed depending on a data base system,
absolute records and other simulations method technique. Each order entails a certain number of
machine hours, analysis of past records which are summarized in Table (2).

Table (2): Orders Data.

Number of order ||| Days frequency

Collection of Data
The collected data shown in Table (2) from past records of the plant are random orders arrived to
the job shop and were performed to determine the kind of the distribution which presents the shown
in the above table. The histogram must be drown as shown in the following steps:
R=xi- Xg (2)

Where:

R: The range of orders

xI: Upper of limit

Xg : Lower of limit
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In our case study xg =0, xq=8.
H=R/K (3)

Where: H: Ranking of period , K: Number of ranking , in the case study K=7.
For calculation the relative frequency use the equation below:

Fr=(Fa/ No,) x100 @
Where:
Fr = Relative Frequency.

F A = Absolute Frequency.
N = Number of Data.

Data Analysis
From the continuation of the method for random orders arrival and the nature of the work in the

associated factories, it was established that the arrival of random orders follows normal distribution
as shown in the steps of the sketch of the histogram , that is the facts of manufacturing world show
that a lot of changes take the curve trend of normal distribution. Therefore the normal distribution
curve describes the changes of manufacturing which can be calculated from the following relation:

f(2) = [(1/ 2m)Ys] x e —052° (5)

Where:

f (2): Function of normal distribution curve where:

e:2.7182, m:3.1415

z:: random variable.

The form of normal distribution curve is depending upon the values of the arithmetic mean (u) and

standard deviation (o).
p= ZX (6)

where
x= Orders number
N = Number of data points

2
o D (x=p) -
N -1

The value of p & ¢ in this research are 4&2 from Table (2) respectively. To calculate (the
arithmetic mean) p and (standard deviation) e, it must draw a normal distribution curve taking into
consideration the limit of x, i.e. - o < x < + oo, The assumption of normality is standard in the
assumption of a shifted distribution does to some extent mitigate the effects of that assumption.
Fig. (2) shows geometrically the relationship of the shifts to the long term fraction of conforming
units
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Fig. (2): Quantities Used to Calculate the Proposed Distribution Function.

From the Table (2) the maximum number of orders is (8) and the minimum number of orders is (1)
/ day. To represent the limits of order on the normal distribution curve, the ranges (-2o, 20) is
selected as shown in the following equation:

n=(x-w/e (8)
Where:
n =Limit of Range

1=Atx=0,n= % mm) N=-2

2- At x=8,n = t; ) n=2

The Simulation Model

After collecting the required data which are concerned with flows, processes and the times of each
single operation, the mathematical models are constructed so as to achieve results by using
simulation technique as follow:

1- A mathematical model is used to the estimate the number of daily random orders arriving to the
job shop as follow:

z=x-W/e (9)

Substituting the value of z with limits (-2o, 20) using the represented mathematical model equation:
X = W + random number (o) (10)

Then the value of (x) is calculated by using one digit from a generated random numbers from the
designed system. Where:
x: number of estimated daily random orders arrivals.

2- Other mathematical model is used to estimate lead time to finish the orders which arrived to the
job shop in the previous mathematical model. This model depends upon on available data recorded
in the establishment for the same job shop. For that task a number of orders is tabulated and using
the data of this table(table 2) in (x- y) chart. A curve which represents the 2" mathematical model
was established. By using two digits from a generated random numbers from the designed system
which represent percentage accumulative frequency and by intersection of these numbers on the
curve. The estimated time for each estimated random order arrived to the job shop can be
calculated. All these data is arranged and interred to the computer system Automated Scheduling
System (ASS) in order to get accurate results.
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The Industrial Case Study

The proposed case study was elaborated at the workshop of the tools and molds factory and spare
parts factory that produces mechanical products by using machining and welding resources,
assembly and inspection stations and some highly specialized machines. The goals of the
implemented simulation model are: maxim utilization of one type of available recourses (Available
Daily Machine Capacity) and minimizing the inherent cost matched within the context. Execution
within the discrete, event-driven simulation module beside the component that allows an interactive
simulation, the simulator provides another interface to the optimization module. The second part of
the research is the functional relationship between various factors which have been investigated in
order to improve production capacity as well as to investigate a better planning process. Such part
was implemented via Response Surface Methodology (R- Technique) by using a quadratic model
for a Central Composite Design (CCD).

Experimental Assumptions

The following assumptions are depended in order to facilitate the calculation of the actual time of
work requirements in the job shop as mentioned below:

1- The daily actual time work for the job shop is (5) hours.

2- Processing times are modeled by independent random variables.
3-Setup times and removal times are included in processing times.
3- Transportation times are negligible.

4- \Worker rest time not consider.

5- Machines break down un suppose.

6- Availability of skilled employee.

7- Availability of tools and production requirements operations.

8- A suitable workshop environments.

9- Friday is considered as a working day.

Independent Variables
The main effective factors of the production operation are the availability of production capacity
(C4) which depend upon the number of working machines. Shop capacity can be calculated as
follow:

Ca=Mxhr (11)
Where: : C, Daily capacity, M: Number of machine, hr: Number of activity hours

Dependent Variable
There are some dependent variables that appear when the system is working such as:
1- Average daily machine running time:

' Mh
R,="=— (12)
Wd
Where: R, : Average daily machine running time, Mh: machine hours, Wy : Working days.

2- Idle time: or machine waiting time, it appears in the production operation and is affected on the
production capacity and can be calculated:

14=C, - Ry (13)
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Where 14 : Idle time

3- Average daily order waiting time:

> (Mh-c,)

Ogw (14)
Wd

4-Cost of idle time:

C.= lgx Cp (15)
Where Cy,j : cost per hour of idle time.
5- Cost of waiting orders:

Cow = Ogw *Chw (16)

Chuw : cost per hour for order waiting.
6-Total cost:
Ci=Cowt Cit (17)

C;, the total cost represented as a sum of C,, and Cj; must be small value and it's useful to

identify the best capacity C, .

ARCHITECTURE OF THE SHOP-LEVEL PRODUCTION SCHEDULER

The deterministic job shop scheduling problem consists in finding a production capacity which
minimizes a criterion. In order to solve this performance evaluation problem, two techniques are
proposed: discrete event simulation and optimization technique based on Response Surface
Methodology (R-Technique). While discrete event simulation is an extremely accurate modeling
approach, capable of predicting system performance, model optimization improved output analysis
of the simulation technique. Due to the complex requirements of the production simulation, in-
house software in Visual Basic with a Microsoft Excel front-end is developed. The simulation
model of the case-study implements dual frame architecture (Simulation & Optimization frames).
Simulation is responsible for the data preparation, model creation, initialization and evaluation. The
components of the system are created into the model frame in Fig. (3). The object-oriented
hierarchical simulation module of the proposed planning system is based on the functional
decomposition approach. The simulation includes the modeled elements of the case study and is
created following the simulation modeling process as described in book record data for the
workshop. Automated Scheduling System (ASS) using visual basic 6 in designing the system main
windows in addition to computation of arithmetic operations. The system ability to define the best
process capacity for the workshop via determining the lowest cost through a real and continuo
interactions between system components which are mainly constructed from the following:

A- User interface.

B- Data base.

C- Estimation number of orders arrival model.

D- Estimation machine hour's model.

E- Scheduling evaluation.

F- Capacity simulation.

G- Applying R-Technique (Response Surface Methodology) (RSM).
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Simplified details for the main system components can be shown in Fig. (3).

Scheduler

|

Machine hours > No. Of Orders
o r Interf S
Estimation Model Use ertace —| Fstimation Model

A

v ‘} v

Database Scheduling Evaluation Database

Scheduling Plans
* ] (0)*

Scheduling Plans

I Capacity Simulation

Applying R.T (RSM)**

Results

Fig. (3): Architecture and the main process flow in the Shop-level
Production Scheduler.*: the same data, **: software package.

Automated Scheduling System
At the program start to apply the designed system a preliminary window will appear to illustrate the
system name Automated Scheduling System(ASS). ASS is an organized system to estimate the
number of orders, machine hours, and selection of optimal capacity to assist decision makers at
workshop level. it consist of:

e Number of orders estimating module.

e Machine hour's estimation module.
e Scheduling evaluation module.

e Capacity simulation module.

ASS Context
The main characteristics of ASS approach, with respect to the other software, are respectively:
e Accurate and rapid computation of the arithmetic operations.
e The ability of the system to estimate any time period that is defined by the planner to the
production operations
e The capability of the system estimate the data distribution types.
e The main logical steps that are performed is illustrated in figure (3).
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SOLUTION REPRESENTATION

Preliminary Industrial Application

Using the result simulation system (ASS) for the current production capacity in the workshop,
indicate that trade-offs between expected production cost and maximize available resource
utilization under demand uncertainty is un justice. A review for current state of the daily capacity
process in workshop through investigation by (ASS) system forecast the results shown in Table
(3).

According to that data, distinction needs to be made between the available daily capacity process
and total cost associated with maximum utilization for that resource. The fitness is generated by
increasing the level which allows to confirm to the objective.

Table(3): Simulation results for current daily process level in workshop.

Daily Capacity |[l| Average Daily |ff Average Daily |||l Average Daily |f|f Cost Idle Time [{jjWaiting Orderd Total Cost
(M/c.hr) Machine Idle  Machine |[ff\Waiting Orderg (ID) Cost (ID)
Running Time Time (ID)

( M/c.hr) ( M/c.hr) ( M/c.hr)

141.79 42.35 283.58 325.43

Improvement by Job Shop Production Scheduler (ASS)

For 75 work days in workshop, the proposed system evaluated that the optimum capacity lies at
130 machine hours. This value of daily process capacity ensure the performance criteria , maximize
utilizing accomplished with minimum cost. The Table (4) and Fig. (5) and (6) indicated that result.
This level of process capacity considered as aggregate solution and will be refining in next step by
the technique optimization Response Surface Methodology (R-technique).

Table (4): The Results (based on a period of 75 days).

No. | Capacily(ht. ) Runningfhr. ) IdealTime(ht. ) WailingTime(he. )| IdealTime  OidersW aili Tatal
" 123 110.82 1218 161.10 60.90 322.20 383.10
5 124 111.58 12.42 160.10 62.10 320.20 382.30
76 125 1235 12.65 159.10 63.25 318.20 381.45
1 126 11312 12.88 158.10 64.40 316.20 380.60
18 127 113.68 1312 157.10 65.60 31420 379.80
9 128 114.65 1335 156.10 6675 N2.20 378.95
80 129 115.42 13.58 155,10 67.90 310,20 376.10
116.18 154,10 6910 | 308.20
02 m 116.9% 14.05 157,68 10.25 3536 305 61
1K} 132 117.68 1432 161.51 /160 323.02 J94 62
B4 133 118,40 14.60 160 .51 /3.00 321.02 J94 102
05 134 11913 148/ 159.51 435 J19.02 393 37
06 135 11985 1515 158 51 /575 J17.02 2.1

It can be noted from these results that when as assumption of values of daily process capacity,
values of average daily machine running appear to be in continuous increment with every increment
of the assumption of daily process capacity; i.e. the relation between them is proportional. After
that the system calculate the values of machine waiting time (ldle time) which also appear to be in
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continuous increment with any increment of the daily process capacity. Then the values of average
daily order waiting time appears in Table (4) and it is in continuous decrement with every
increment in the assumption of the values of daily process capacity, then the columns of the cost as
shown in the same table. These columns illustrate the cost of idle time which appears to be in
continuous increment because the idle time is already in continuous increment. The cost of order
waiting time is always in decrement situation according to the decrement of the values of average
daily order waiting time. After that the system sketches these results as a curves as shown in
Fig.(4). The same figures and tables show that the optimum capacity lies at 130 machine hours.
This level of process capacity is considered as aggregate solution and will be refining in next step
by technique optimization Response Surface Methodology (R-technique).
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Fig. (4): Effect OF Altering the Plant Capacity.
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Fig. (5): Effect of Plant Capacity on Average Penalty Costs per Day.
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After applying the daily process capacity which determined by ASS system in workshop, the queue
of waiting order decreases as shown Fig. (6).
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Day Number

Order Waiting (Hours)

Fig. (6): Queue of Waiting Orders (measured in Machine Hours) when Capacity is 130hours).

Applying Optimization RSM Techniques to Refine the Design Solution

The objective of the proposed simulation-based optimization is to arrive at the closest to optimal
solution alternative (in terms of a set of Daily Capacity value as a design parameters and a set of
Total cost as a system performance metrics) at which the overall machine capacity utility score is
maximized with minimum cost.

Model Fitting

Once the simulation results are acquitted, model fitting technique can be implemented to portray
analytically the relations between input factor (Daily Capacity) and the output measures (Average
Daily Machine Running, Average Daily Machine idle time, Average Daily Order Waiting time, Idle
Time Cost, Order Waiting Cost, Total Cost). Due to the effect of one factor, Linear Fitting is
performed with respect to all performance measures. Table (5) is obtained from the Statistical
Discovery Software™ (JMP) version 5.0 which was used in this research for regression and
graphical analyses of the data obtained for the Idle Time Cost model. This table contain model-
fitting measures, including coefficients of determination and the contribution of term to the model
sum-of squares and the linear equations fitted by the method of least-squares for all output
measures. This linear regression equation is obtained through the analysis of variance for the
simulation results. Fitted values are as close as possible to observed values, namely, minimization
of residuals or error of prediction. The required assumptions of uncorrelated error with mean zero
and constant variance has to be carefully verified through residual analysis. Linear fit plot for the
Idle Time Cost model presented in Fig (7).

Table (5): Summary of linear fit analysis with respect to the Idle Time Cost.

Analyses of Variance (ANOVA)

Source Sum-of-squares DF Mean square R? F Ratio p-valu?:Prob >
Model 2253.6562 2 448.461 0.99995 125.7436 < 0.0001
Residual 0.1131 38 3.566 0.054561 - -
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Cor Total 2253.7693 40
Parameter Estimates
Term Estimate Std Error t Ratio Prob > |t
Intercept -46.65721 3.216401 65.05 <.0001
Daily Capacity 0.6254077 0.02464 -16.04 <.0001
Expected Idle Time Cost = -46.65721 + 0.6254077 Daily Capacity

Idle Time Cost ID/Day
& h 5 W
L1 1

k]
|
|

]
]

L T L T L T L T
110 1220 130 140 1:50
Daily Capacity (Houz=)

~ — Liineax Fii
~1 Fit Each Value

Fig. (7): A Model Fitting plot for the Idle Time Cost.

The statistical significance of the regression equations was checked by an F-test (ANOVA). The
ANOVA results showed that the model of performance measures is appropriate. The models was
lowly significant (p <.0001) with a satisfactory value of determination coefficient R>=0.999 for idle
time cost, R2= 0.868 for Order waiting cost, R2= 0. 969 for total cost, indicating that 99 %, 86 %,
and 96 % of the variability in the response could be explained by the expected model equations
given above in Table (6). This indicated a good agreement between the experimental and predicted
values for out put measures.

Table (6): Regression equations for all performance measures.

Performance Measure Expected Model Equation
Idle Time Cost -46.65721 + 0.6254077 Daily Capacity
Order Waiting Cost | 104.59392 - 0.1973885 Daily Capacity
Total Cost 58.289843 + 0.4293258 Daily Capacity

Optimizing By RSM

The factor in the design was studied at 41 values starting by 110 hours and the increment by one
hour for each run end at 150 hours. The minimum and maximum conditions for the performance
measures is set with respect to their requirements centrifuged at the best resources utility, and low
cost.
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Numerical Optimizing
A- Performance Mesures Settings

Table (7): Input settings of both the Input Factor (Daily Capacity) and Performance Mesures

Lower Upper Lower Upper
Name Goal o o . . Importance
Limit Limit Weight Weight
Daily Capacity Is in Range 110 150 1 1 3
Idle Time Cost Is in Range 23.58 48.58 1 1 3
Orders Waiting Cost Is target < 74.76 74.76 83.6 1 1 3
Total Cost Minimize 107.18 125.13 1 3 3

B- Solutions for 41 Combinations of Categoric Factor Levels

Table (8): 30 Solutions found for 41 Combinations of Categoric Factor Levels.
Daily Orders Waiting

Number Capacity Idle Time Cost Cost Total Cost Desirability
1 130 34.55 77.05 111.6 0.563 Selected
2 129 33.95 77.55 1115 0.547
& 128 33.38 78.05 111.43 0.528
4 118 27.68 80.75 108.43 0.510
5 127 32.8 78.55 111.35 0.508
6 126 32.2 79.05 111.25 0.488
7 121 29.33 80.4 109.73 0.478
8 114 25.58 81.6 107.18 0.476
9 117 27.15 81.25 108.4 0.464
10 125 31.63 79.55 111.18 0.464
11 120 28.75 80.9 109.65 0.443
12 124 31.05 80.05 1111 0.438
13 116 26.63 81.75 108.38 0.412
14 123 30.45 80.55 111 0.410
15 119 28.2 81.4 109.6 0.401
16 122 29.88 81.05 110.93 0.378
17 131 35.13 78.84 113.97 0.360
18 115 26.1 82.25 108.35 0.353
19 111 24,58 82.6 107.18 0.336
20 112 24.58 82.6 107.18 0.336
21 139 40.65 77.26 117.91 0.216
22 140 41.35 76.76 118.11 0.215
23 138 39.98 77.76 117.74 0.215
24 137 39.28 78.26 117.54 0.214
25 141 42.05 76.26 118.31 0.213
26 136 38.58 78.76 117.34 0.212
27 142 42.75 75.76 118.51 0.211
28 143 43.43 75.26 118.69 0.209
29 135 37.88 79.26 117.14 0.208
30 144 44.13 74.76 118.89 0.205

Because the most important objective in the case study - workshop daily capacity machine level
setting —closely related with total cost (Idle Time Cost & Orders Waiting Cost) , this fact take into
consideration, the trade-offs between expected production cost and robust capacity planning.
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Table (7) shows the input settings of both the input factor (daily process capacity) and performance
mesures that are used by optimization procedure.

C- Optimum Solution

The results of performance measures for 41 combinations of categoric factor levels to yield a
desirable answer of input factor as shown in Table (8) which indicated that similar results were
obtained for the optimum value founded in search region for performance mesures satisfied. The
value found to be 130 hours with a predicted a desirability grade of 0. 563. However, these are
based on restrictive assumptions about the Input settings of both the Input Factor (Daily process
Capacity) and Performance mesures. Table (9) summarizes the values of performance mesures
associated with prediction optimum value of input factor listed in table. Therefore, it can be
concluded that optimum daily process capacity level 130 hours as presented in Fig. (8) &Fig. (9).

Table (9): The values of Output Measures with respect to prediction optimum value of Input
Factor.
Input Factor
Name Low Level High Level Predicted Value I

Daily Capacity 110 Hours 150 Hours 130 Hours
Out Put Measures

Predicted Value
Idle Time Cost 34.55 ID / Day
Orders Waiting Cost 77.05 ID / Day

Total Cost 111.6 ID / Day

® ®
TV
RGeS LR R ) 23.58 48.58
Treatments
Daily Capacity case = 20 Idle Time Cost = 34.55 ID / Day
=112
74.76
107.18
74.76 83.6 125.13
Order Waiting Cost = 77.05 ID / Day Total Cost =111.6 ID/Day
Desirability = 0.563

Fig. (8): Input Factor and Output Measures Values of the Best Solution calculated by
RSM technique.
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Fig. (9): Desirability grade for prediction point of optimum daily capacity.

These Fig. (8) &Fig. (9) reflects the role of input factor (Daily Process Capacity) on the controlled
responses and then the out put measures (the costs) and this defined medium optimizing by one
variable for determine the performance criteria , maximize utilizing accomplished with minimum
cost. Further optimization for that variable to drawn at the desired value. Design Expert (Ver.7.0)
was used in this investigation.

Graphical Optimizing

As mentioned, desirable feature for response surface design of input factor (daily process capacity)
demonstrated at center point (130 hours), this factor was selected as key parameter to maximize the
utility resources. Fig. (10) and Fig (11) present two-dimensional contour plots for the daily process
capacity with respect to responses and output measures. The shapes of the contour plots, indicate
that the interactions between the corresponding responses are significant and also indicates that the
effects of input factor on responses & output measures on are significant. The optimum conditions
inside the design boundary for daily process capacity were 130 hours.

170 Legend
= |
= Craily Capacity (Hours)
E’ 165 B ==115
= : == 120
% 15':'- == 125
-= == 130
= i
= B == 135
=155 I == 140
g T =140
= _
< 150
T T T T T
=4 10 12 14 16 18 20
Ao, Daily Machine idle (hr.)

Fig. (10): A counter plot of the daily process capacity with responces average daily orders
waiting time & average daily machine idle time in figure.
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Fig. (11): A counter plot of the daily process capacity with output measures Orders Waiting
Cost, and Total Cost .

In an optimization routine in the most general sense is a procedure that, when applied to a model,
will result in the determination of the best model as defined by the fitness of an objective function.
The optimization objectives can be formulated as follows: (a) maxim utilization of one type of
available recourses (Available Daily Machine Capacity) (b) Minimizing the inherent cost matched
within the context. From Tables (8), and (9), Fig. (8),Fig. (9),Fig (10) and Fig. (11), it is evident
that the input data for available daily machine capacity satisfies the optimization objectives in the
case study is 130 hours.

CONCLUSIONS

The practical investigation indicates that performance of a scheduling system is not evaluated to
satisfy a single objective but to obtain a trade-off schedule regarding multiple objectives, this study
provide a quick and favorable schedule for the addressed scheduling problem with minimization of
one performance measure an economic criterion, namely minimum total cost and maximization of
technological criterion utilization of overall capacity processes. Important entity is modeled using
state variable that change only is available daily capacity. The simulation model advances by
executing specific procedures at these values of variable and terminates when all values have
passed. It can be concluded that:

1-In most cases, computerized tools enable an individual to simulate and evaluate a large number of
design solutions with respect to multiple performance measures they overlook the effect of
interactions among design factors that play significant role in the creating of best solution. RSM
bridge these gaps by generating a set of alternative design solutions in systematic manner, and apply
educated changes to configuration parameters. Such an approach enables to reach a satisfactory
solution, with respect to both economical and technological measures, within limited number of
examined solutions.

2- The proposed methodology emphasized the advantages of combining computerized tools such as
simulation model system, and statistical design approaches such as RSM. Capacity planning is
often characterized by continuous metric factors, such as daily capacity available, labor number,
workdays,...., and cost that are well suited to be input factors to RSM.
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NUMERICAL STUDY OF TWO-DIMENSIONAL TRANSIENT
NATURAL CONVECTION IN AN INCLINED SHALLOW POROUS
CAVITY EXPOSED TO A CONSTANT HEAT FLUX

Jasim M. A. Al-lateef Ayad K. Hassan
University of Technology University of Diyala
Diyala -Iraq Baghdad-Irag
ABSTRACT

Numerical models are used to solve the two-dimensional transient natural convection heat
transfer problem in an inclined shallow porous cavity. A constant heat flux is applied for heating and
cooling all opposing walls. Solutions for laminar case are obtained within Rayleigh number varied from
20 to 500 and aspect ratio for porous cavity varied from 2 to 4. A finite difference method is used to
obtain numerical solutions of full governing equations. Both vorticity and energy equation are solved
using alternating direct implicit (ADI) method and stream function equation by successive over
relaxation (SOR) method. The results are presented for the flow filed, temperature distributions, and
average Nusselt number in terms of the Rayleigh number, aspect ratio, and the inclination angle of cavity.
the convection becomes more and more vigorous as thr orientation angle of the cavity is increased and
for high Rayligh number no steady unicellular flow could be maintained in side the cavity. The effect of
inclination angle on Nasselt number is more pronounced as the Rayleigh number is increased. When the
inclination angle increased the Nusselt number increased and sudden transition appears and flow
becomes unicellular and Nusselt number increased clearly. The value of mean Nusselt number strong
function with the value of Rayleigh number, aspect ratio and the orientation of porous cavity.
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INTRODUCTION

Over the past years, natural convection heat transfer in cavities filled with a fluid-saturated,
porous medium has several important geophysical and engineering applications. These include
regenerative heat exchangers containing porous materials, high performance insulation for building and
cold storage, solar power collection, underground spread of pollutants, and convection in the earth’s curt
Buchberg et al. (1976), Seki et al. (1978). Another important area of application is heat transfer from the
storage of agriculture products which generate heat transfer as a result of metabolism. Natural convection
effects on heat transfer in a differentially heated rectangular porous cavity, with top and bottom walls
insulated, is of fundamental interest in each of these areas. Several investigators [Seki et al.(1978), Chan
etal. (1970), Burns etal. (1976), Walker and Homsy (1978) , Bejan (1979) , Simpkins and Blythe (1980)
and Prasad and Kulacki, (1984) have presented analytical and experimental results for the case when
both the vertical walls are at constant temperature. Analytical work includes numerical solutions,
boundary layer solutions, integral analyses, and series solutions. Based on the past studies, various
correlations, covering a wide range of Rayleigh number and cavity height- to-width (aspect) ratios, have
been presented for heat transfer coefficients Seki et al. (1978), Chan et al. (1970), Walker and. Homsy
(1978), Weber(1975) and Bories and Combarnous (1973).

The most previous theoretical publications deal with vertical Burns et al.(1976) and Weber (1975)
or horizontal Eldr (1974) case. For situations involving inclined layers, available studies are relatively
limited. The problem of a sloped porous layer, heated isothermal from below has been considered
theoretically and experimentally by Bories and Combarnous (1973). Depending on the value of slope of
the layer and Rayleigh number, different shapes of free convection movements have been observed.

Holst and Aziz (1972) considered temperature-dependent physical properties, investigated the
heated transfer of a tilted square of porous material. More recently, the existence of multiple solutions, in
a slightly inclined porous cavity heated from the below, has been studied numerically by Moya et al.
(1981) and analytically by Caltagirone and Bories (1985) who determined their stability. It was
demonstrated that for small angles of inclinations, three different real solutions may exist for a given
Rayleigh number and aspect ratio. Vasseur et al. (1986), studied the effect of natural convection in an
inclined, rectangular, porous layer when a constant heat flux is applied on two opposing walls, while the
other two walls are maintained adiabatic.

Double—diffusion occurs in a wide range of scientific fields, such as oceanography, astrophysics,
geology, biology and chemical processes; so, the author’s interest more and more for the heat and mass
transfer developed in enclosures or cavities. About these case of fluid flows generated by combined
temperature and concentration gradients, the studies of double-diffusive natural convection have
centered chiefly their analyses on the limit cases of dominating thermal buoyancy force or concentration
buoyancy force. The considered spaces are enclosures comprising a fluid completely occupied by porous
medium Alavyoon (1993), Chamkha and Al-Naser (2001) and Bennacer et al (2001).

The problem of double-diffusive flow inside an inclined square cavity which is divided by a
porous medium was studied numerically by Rahli and Bouhadef(2004).The numerical finite volume
method was employed to resolve the governing equations which describe the problem. Graphical results
for various parametric conditions were presented and discussed. It was found that the heat and mass
transfer mechanisms and the flow evolution inside the enclosure depend strongly on the dimensionless
characteristic parameters (Lewis number Le, Darcy number Da, enclosure inclination angle ¢ and
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buoyancy ration).

Thus, the most above studies have considered cavities with isothermal walls, natural convection in
porous enclosures, focused on the case of rectangular cavities heated and cooled only through two
opposing sides while the other two sides are kept adiabatic, however in practice, all the faces of the
enclosure may be thermally active. Despite the fact that in many engineering applications the
temperature of a wall is not uniform but, rather, is a result of imposition of a constant heat flux VVasseur et
al. (1986). Results available for situations where a constant heat flux is applied on one Prasad et al. (1984)
or two Bejan (1983) walls have been reported only for the case of a vertical cavity.

The objectives of the present work is to analyze the behavior of natural convection flows in a
shallow inclined porous layer, when all four faces of the rectangle enclosure are exposed to constant heat
fluxes, opposite boundaries being heated and cooled, respectively, which are new to the author’s
knowledge.

When the porous layer is slightly inclined with respect to the horizontal line, several types of flow
configurations appear Caltagirone and Bories (1985). During the last years, several authors have been
studied the criterion for transition between the different configurations of such flows. Weber (1975)
demonstrated that a three-dimensional perturbation is steadier than a two-dimensional one if the
inclination angle is close to zero. The existence of different flow configurations and the transition
between them was also investigated by means of two- and three-dimensional numerical simulations by
Chan et al. (1970).

On the basis of the parallel flow approximation, a closed-form solution is obtained for the
temperature and velocity distribution in the limit of a shallow enclosure (A>>1). In the following section,
the differential equations, which described the physical model considered here, are formulated in a
standard manner assuming the validity of Darcy’s law and the Boussinesq approximation. The full
governing equations are solved numerically, using finite difference procedure. Effects of various
parameter such as Ra, the Rayleigh number, ¢, angle of inclination, and A, aspect ratio, are analyzed.

STATEMENT OF THE PROBLEM

Consider the natural convection motion of a fluid filling a homogenous, isotropic, porous
medium on all sides by an impermeable rectangular box. The enclosure, shown in Fig.1, is of height H,
width L and is tilted at an angle ¢, with respect to horizontal plane. A constant heat flux (q) is applied
along the top and bottom the y-axis boundaries which heat and cool respectively at the same rate. A
constant heat flux (aqg), where (a) is a constant, is also applied in the x-axis on the two boundaries, where
(a) assume equal unity in the present study to ensure uniform heat flux for all sides of porous layer.

Assuming the validity of Darcy’s law and Boussinesq approximation, the equations describing
conservation of mass, momentum and energy in the medium are as follows Vasseur et al. (1986) and
Torrance (1985).

6u+@:o

a0y €y

K, op
Uu=——(—+,9cos¢g)
poox (22)
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where u, v, p, g, K, x4 and « stand for the velocity components in x and y directions, pressure,
gravitational acceleration, medium permeability, viscosity and thermal diffusivity, respectively. Here, it
has been assumed that the fluid properties are constant, except for the density variation in producing the
bouncy force. Viscous drag and inertia terms are neglected because their magnitudes are small order
compared to other terms. Also, heat transfer by radiation is assumed to be small compared to conduction
and convection and hence is neglected in the formulation of the problem Vasseur et al. (1986) and Prasad
and Kulacki (1984).

Fig.1 The physical model and coordinate system

As usual, the governing equations are simplified if u and v is replaced by approaching define a stream
function ¥ which is satisfies the continuity eq.(1) identically

oy’ oy’
Uu=——- V=—
oy OX (4)

Further, the pressure terms appearing in eq.(2) are eliminated through cross-differential. The
momentum and energy equations become:

2 _ —KgB oT ol _
VY = U 8Xcos;z) aysmgzzﬁ) -
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1 oW oT oW oT +:I.@T

where v- is the kinematics viscosity u/p.

Finally, egs.(5,6) are put in non-dimensional form by defining a new set of variables

’ T—T
L 1 L ’ L y a y AT (7)
where

To, is the temperature at the geometric center of the cavity and AT =(qL)/k, a characteristic temperature
difference.
The resulting equation for the stream function W and temperature ® are :

VY = —Ra(—cos¢—a—@sm¢)
oY (8)
o200 3720, o
oY X X oY 81’ )

where
Ra, is a Rayleigh number based on the constant heat flux (q) and the permeability K of the medium

2
Rq = 9K
otk (10)
The boundary conditions on ¥ and © are:
99 _+a
=0 ' oX on X = OaA (113.)
P© _s
¥ =0 , oY on Y =01 (11b)
where
A=HI/L, is the cavity aspect ratio.
a, is a constant controlling the fraction of the heat flux imposed

on the y-axis walls with respect to that imposed on the x-axis
walls, assume equal unity in the present study.

The overall heat transfer cross the enclosure is expressed by average Nusselt number, defined by
Vasseur et al. (1986).

A (12)
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A0 = Onr22) = O 20) | is the side to side temperature difference at the

center of the cavity.

AT | is the actual wall-to-wall temperature difference.

The parameters governing the present problem are the thermal Rayleigh number, Ra, the cavity aspect
ratio, A, and the angle of inclination ¢.

The problem is to find the functions W and ® which satisfy the governing egs. (8) and (9) and boundary
conditions (11a) and (11b) for the case of long shallow cavity, i.e. for the condition A>>1 with fixed
values of Ra.

NUMERICAL SOLUTION

To obtain the numerical solutions of the complete governing egs. (8) and (9), finite difference
were used. The solution consists of stream function and temperature fields as well as the velocity
distribution in x and y directions.

The energy equation was solved using the alternating direction implicit (ADI) method AZIZ and
Hallums (1967). The stream function field was obtained from eq.(8) using successive over-relaxation
method (SOR) and a known temperature distribution. Forward time and central space differences were
used and the advective term in the energy equation was written in conservative form to preserve the
transportive property.

To test the present method of formulation and the finite difference scheme, various combinations
of mesh sizes were used to select one which give better accuracy and requires less computational time.
The number of grid points in the x and y directions were varied, depending upon the aspect ratio, A, of
the cavity. As expected it was found that the necessary number of grid lines depends on the Rayleigh
number, Ra, and the aspect ratio, A, of the cavity. The following are the grid fields used for the several
aspect ratios considered in the present work;

Grid field A
41x31 2
3
4

41x31
51x41

In order to gain confidence in our results, we tried to compare ours with available previous
published results. Thus, we compare our numerical solution but exposed to the same conditions by
Vasseur et al. (1986). After obtaining confidence in our results, see Table.1, we processed to compute
the transient mean Nusselt number.

Table 1. Mean Nusselt Number for Ra=250, ¢ =90°, and A=4

Grid field NU [Present Study] Grid field  NU[Vasseur et al. (1986)]
51x41 4.327 51x51 4,587
81x81 4.411 81x81 4.546
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The iterative procedure for the stream function was reported until the following condition was
satisfied :

Zz‘TnA wn
ZZ\B”"”

<10

(13)

where the superscripts (n) and (n+1) indicate the value of the (n)th and (n+1)th iterations respectively
and i and j indices denote grid location in the (X,y) plane. Further decrease of the convergence criteria
(10™) did not cause any significant change in the final results.

The steady state was defined based on the following criteria:

—n+1

Nu" —Nu'

———<10™
Nu

(14)

where NU s the average Nusselt number. The iterative procedure was carried out until above criteria
was satisfied.

RESULTS AND DISCUSSION

Computations were conducted for a range of Rayleigh number Ra, 20,100, and 500 with aspect
ratio varied from 2, 3, and 4. The inclination angle of enclosure from horizontal plane also varied from 0°
to 180°. Flow patterns and temperature fields for some typical values of Rayleigh number and aspect
ratio are presented in Figs 2-5. Compared to the case of the constant temperature at both vertical walls
Prasad and Kulacki (1984) and constant heat flux from two side and other is insulated Vasseur et al.
(1986), constant heat flux on one vertical wall Prasad and Kulacki (1984), temperature fields in the
present case are some different.

When an inclined porous layer saturated by a fluid satisfying the Boussinesq approximation is
differentially heated, a wide range of two-three dimensional, stationary or non-stationary flow
configuration appear Caltagirone and Bories (1985). These configuration depends on the geometric
dimensions of the porous media (aspect ratio), angle of inclination¢, and the Rayleigh number Ra.

The basic flow which develops in differentially heated inclined porous layer is of an unicellular
two-dimensional type. Thus, when the porous layer slightly inclined with respect to the horizontal line,
the flow which takes place spontaneously is of unicellular type. At lower value of Rayleigh number, the
flow is setting up of longitudinal rolls and remains steady for wide range of inclination angle Caltagirone
and Bories (1985).

Here isotherms for any size of cavity start either from the heated wall. Similar isotherms patterns
have been reported for free convection in non porous vertical cavity by Said and Trupp (1982) and
Balvanz and Kuehn (1983), though no adverse temperature gradients or “S” —shaped isotherms Said and
Trupp (1982) are observed for the present case.

The thermal boundary thickness increases on the heated wall, for the velocity boundary layer
thickness, the growth is different and is largely due to the change in bouncy effect. We can note that the
convection becomes more and more vigorous as the orientation angle of the cavity is increased.

In the numerical results, the flow inside the cavity was steady and unicellular flow in the case of
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tilted porous rectangular cavity. When the angle of inclination angle approaching to the horizontal
position, the flow might be multicelullar pattern, see Figs. 5 and 6. In fact, when the angle of inclination
angle is approaching 180° the flow might not be two-dimensional as assumed in the theoretical and
numerical solutions Vasseur et al. (1986). Experimental observations and three-dimensional numerical
simulations have show that, in the case of tilted, porous, rectangular cavity, the flow remains
two-dimensional for 0°<¢ <173°but for ¢ >173° oblique rolls were obtained Bories and Combarnous
(1973). Also, its should be denoted that for very high values of the Rayleigh number, no steady
unicellular flow could be maintained inside the cavity.

Streamlines close to the heated surfaces are observed to run parallel to the wall over significantly
large portion of its extent. This behavior becomes more prominent as the aspect ratio is increased and
increasing in the inclination angle ¢. As excepted, the temperature field are strong function of Rayleigh
number and aspect ratio. As Ra is increased (Figs.2 - 4), isotherms shifts toward the constant flux wall
and corners. This result in an asymmetric core region flow. As increase in aspect ratio further pushes the
isotherms towards the corner of heated surface indicating high velocity.

The value of Nusselt number is important for design proposed because its directly gives the value
of a range temperature A®, for any applied heat flux which , in turn gives the order of the temperatures to
be encountered any particular values of Rayleigh number and aspect ratio. The orientation angle ¢ is seen
to have a dominate effect on the Nusselt number for a given Rayleigh number. As the angle of inclination
¢ approach to the horizontal position, the Nusselt number at low Rayleigh number tends towards unity,
indicating that the heat transfer is mainly due to conduction. Most of the change in heat transfer occurs in
the range 0°<¢ <90° and 90°<¢ <180°. Also, it’s noticed that the Nusselt number is strong function of
Rayleigh number.

For Ra>500, there is no numerical results are presented since they did not provide sufficient
additional insight into the problem and also the computing time necessary to obtained an accurate
steady-state solution become rapidly prohibitive.

Generally, the average Nusselt number show fairly large dependence on inclination angle ¢. Also,
we can note that, the effect of heating the cavity from 0°<¢ <90° on the Nusselt number is seen to be large
in comparison with that heating from 90°<¢ <180°. It’s also noticed that the effect of inclination angle on
Nusselt number is some more pronounced as the Rayleigh number is increased. A similar tends, rather
fore, has been reported in the case of inclined fluid cavities contain two opposite of thermal surfaces
maintained at different temperature Ozoe et al. (1977) and for case Vasseur et al. (1986).

The results of numerical calculations for mean transition Nusselt number vs. dimensionless time
T, are plotted in Fig.7. Generally, we can note that the dimensionless time increases with increasing
aspect ratio and Rayleigh number.

Fig.8, presents the results of mean Nusselt number as a function of inclination angle ¢, at
Rayleigh number Ra of 20, 100, 500 respectively and an aspect ratio A=3. For small inclination angles
from horizontal position, the calculations lead to a stationary state consisting of rotating cells. When the
angle ¢ increases, the Nusselt number increases and sudden transition appears and flow becomes
unicellular and the Nusselt numbers increase clearly. If the angle ¢ continuous increase, the flow remains
unicellular and the Nusselt number decrease when close to the vertical position. So, the value of mean
Nusselt number strong function with the value of Rayleigh number, aspect ratio, and the orientation of
the porous cavity.
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CONCLUSIONS

The numerical results of shallow porous cavity show that when the porous layer slightly inclined
with respect to the horizontal line, the flow which takes place spontaneously is of unicellular type.

The thermal boundary thickness increases on the heated wall, for the velocity boundary layer
thickness, the growth is different and is largely due to the change in bouncy effect.

The convection becomes more and more vigorous as the orientation angle of the cavity is
increased. For very high values of the Rayleigh number, no steady unicellular flow could be maintained
inside the cavity.

Streamlines close to the heated surfaces are observed to run parallel to the wall over significantly
large portion of its extent. This behavior becomes more prominent as the aspect ratio is increased and
increasing in the inclination angle.

As increase in aspect ratio further pushes the isotherms towards the corner of heated surface
indicating high velocity.

The Nusselt number at low Rayleigh number tends towards unity, indicating that the heat transfer
is mainly due to conduction.

When the angle ¢ increases, the Nusselt number increases and sudden transition appears and flow
becomes unicellular and the Nusselt numbers increase clearly. If the angle ¢ continuous increase, the
flow remains unicellular and the Nusselt number decrease when close to the vertical position. So, the
value of mean Nusselt number strong function with the value of Rayleigh number, aspect ratio, and the
orientation of the porous cavity.
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NOMENCLATURE

aspect ratio of the cavity, H/L

specific heat of fluid, J/kg.K

gravitational acceleration, m/s®

thickness of the porous cavity, m

thermal conductivity of fluid

saturated porous medium, W/m.K
permeability of porous medium, m?

length of the porous cavity, m

Nu Nusselt number

P pressure, kPa

q constant heat flux, W/m?

Ra Rayleigh number, ggKL%g/kav

T  temperature, K

T, reference temperature at x=y=0, K

AT characteristic temperature differenc, gL/k
A6 wall-to-wall temperature difference at x=0, eq. (12)
u  fluid velocity in x-direction

v fluid velocity in y-direction

U dimensionless velocity in x-direction, uL/ «
V dimensionless velocity in y-direction, vL/

~TQ O >

N
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X,y

X
Y

cartesian coordinate, m
dimensionless distance on x-axis, x/L
dimensionless distance on y-axis, y/L

Greek symbols

thermal diffusivity of porous medium, k/pc

(04

B coefficient of thermal expansion, K™
® dimensionless temperature

T dimensionless time

4 dynamic viscosity of fluid, kg/m.s

v kinematic viscosity of fluid, m?/s

p  density of fluid, kg/m®

¥  stream function

o angle of inclination of the enclosure
Superscript

- average

n iteration

Subscript

i, indices denote grid location

0 reference temperature
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BOUNDARY LAYERS DEVELOPMENT BETWEEN ROTATING
TURBINE BLADES
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University of Baghdad University of Baghdad
Baghdad — Iraq Baghdad — Iraq
ABSTRACT

The hydrodynamic and thermal boundary layers have great effect on the fluid flow and heat
transfer between rotating turbine blade. In the present work, the flow and heat transfer is analyzed
numerically by solving two dimensional incompressible boundary layer equations. A ( k — ¢ )
turbulence modeling is used to obtain the eddy viscosity. The finite volume method is introduced to
carryout all computational solution with staggered grid arrangement. Due to complex physical domain
the original coordinate system is transferred to non orthogonal coordinate system. The calculation of
present work done for rotating two dimensional turbine cascade with different rotating speeds (1500
rad/s, 1800 rad/s, 1900 rad/s), and for different Reynolds number (5000, 10000, 100000), in subsonic
flow (M<1). The two dimension fluid flow is described by presenting plots of vector and contour
mapping for the velocity; pressure and heat transfer fields as well as Nusselt number variation. The
results were verified through a comparison with published duct results, good agreement was obtained.
The final results were then compared with published results for turbine blades and good agreement was
also obtained, the overall comparison show good agreement.
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INTRODUCTION

The axial flow turbine has two main elements; the stationary vane called nozzle and a turbine
rotor. One of the most important aspects of the turbine property is to choose the suitable blade profile.
In the three dimensional flow inlets boundary layer separates and forms a horseshoe (or leading edge)
vortex, with one leg of the vortex in one aerofoil passage and the other leg in the adjacent passage.
Thus in a cascade flow, the part of the secondary flow that is called the passage vortex.

The main objective of present work is to investigate the fluid flow and heat transfer between two
rotating turbine blades. This w ill be done by solving the governing continuity, momentum, and energy
equations together with the (k — €) turbulence model, numerically by the finite volume method. An
orthogonal curvilinear coordinate system that is rotating with the blade will be used. The development
of both hydrodynamic and thermal boundary layers over the blade surface will also be considered.
Many investigations have provide data for the flow between turbine blades. However, rather literature
is available for flow analysis. Koya and Kotake studied numerically fully developed flow through
aturbine stage. Dorfman applied Naveier Stocke equation for gas turbine, to gather with heat
conduction. Gogzeh developed finite volume method and code for solving elliptic three dimensional
fluid flows. Thomkens study the quazi three dimensional finite difference boundary layer analysis for
rotating blade row

MODELING

The blade profile is analyzed in frame work of an orthogonal curvilinear coordinate system
rotating with blade.

The geometry under consideration is an impulse turbine blade as represented in figure (1),
although it represents a three dimensional flow problem, a suitable simplification by assuming the flow
throw a cascade construction will reduce it to a two dimensional problem. The blade dimensions are:-
Axial chord, by =11.08 in (0.2813m)

Chord / axial chord = 1.2242

Pitch / axial chord = 0.9555

Aspect ratio (span / axial chord) = 0.9888
B1=43.99°

Br=22.98°

In this problem the mean flow is considered to be steady, and the following assumptions were used

1. The corioles acceleration creates a pressure gradient normal to the blade surface vu) even though
it's larger than in usual boundary layer calculation.
2. Assumption of zero pressure gradients across the boundary layer is adopted.

3. It will know assumed that the gradients of all flow property in the x, direction are zero i =0

OX,
This reduce the x, momentum equation with the other equations.
Incompressible subsonic fluid flow.
Pure impulse turbine blade is adopted with zero degree of reaction.
The boundary layer assume to be turbulent from the leading edge of the blade

SRS o

4859



Number 2 Volume 16 June 2010 Journal of Engineering

According to the above assumptions and the flow forces the governing equations will be; (Tompkins,
1982);

Continuity:
0 0 0
8_)(1(pulh2)+£(pu2hl)+6_)(3(pu3h1h2)20 (1)

X; Momentum Eq. :

LU, ou, +,ou2 ou, N u3%+ u, u, oh, u, oh,
h, ox, h, ox, OX,4 h.h, ox, h,h, ox;

)
_ _pa)2 oR 1 0p 0 ou, .
2p @ U, h, Raxl h 6x1+ax3 {#6x3 pulua}
Xz Momentum Egq. :
pu, ou, L PY; ou, +pu, ou, +pU u, oh, u oh
h, ox, h, 0X, OX4 h,h, ox, hh, ox, 3)
2
+2pw, ul—&Ré—R __ Lo + 0 ,u6u2 —puj uj
h, 0x, h, 0x, OX;|  0OX,
X3 Momentum Eq.:
Py (4)
OXq
Energy Eq.
ol ol ol 0 oH 1
PYy PU, 5 — |:£ _|_lu(1__)x
h, ox, h, ox, OX; OX3| P, OX, P,
ou, ou, : (5)
u—+u,—=|-pHU,
0Xg OX4
Where

I=H-1/2 (w?R? is the rothalpy
H = stagnation enthalpy
@ = blade row rotation speed
R = perpendicular distance from the axis of rotation
+2pw(v,v) = Represent the corioles force component.

po’ R = Represent the centrifugal force component
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With the velocity component normal to the surface neglected. It is convenient at this point to express
the Reynolds stress and turbulent energy transport.

For the steady state there are four types of boundaries in the physical flow domain, inlet, outlet,
solid surfaces and periodic boundary. At the inlet of the blade duct the velocity components and
turbulent Kinetic energy are specified. Turbulence quantities, such as (k) and (g) are normally not known,
but they must be estimated. Usually (k) is set to :-

k=(2/3)(Tu.Ux)?, (6)
Where (T,) is the turbulence intensity and its value (0.01 < T, <0.1), Davidson (2003).
2 k%
The dissipation is setto: - ¢, =C3 — (7

Where I.is a characteristic length and is taken as (0.015S), where S is the cascade Pitch. Pressure is
assumed to be unchanging in the flow direction at the inlet At the exit plane the values of the dependent
variables are unknown. Therefore the outlet boundary should be placed far down from the region of
interest

NUMERICAL SOLUTION

In the present study we will work on the sequence of two— dimension grids in successive cross
— section planes. The equations are formulated in two — dimension rectangular compensation domain

(§.m) and are solved numerically over uniform, rectangular grid in that domain. The method of

Thompson Thames and Mastin (TTM) is utilized. The method employs the following in- homogeneous
Laplace eq. as the generation system and its solving results represented in figures (2), (3) and (4)

& +§yy =pc (€,M)
Ec T Eyy = Q(EM)

General conservative form

(8)

@G]¢)é+(pG2¢)n :(FJal¢ é)é+(FJa2¢ n)n+ Stotal )

The table (1) clarifies equation (9) in general curvilinear coordinate

Equations ¢ | T Stotal
Continuity |1 |0 0
X .. R
momentum U | pe=pitin PU UK —2 oW U, — oW R@—Xl

o, e e R0 #&HﬁJ% N

28 oX;  OXg M) OX,
y- v , R
momentum Le=p it pu K, +2w,u, _ pw R&
oR 0 pe. | ou
+p U K, —2p, WU, + p,WR— — ——|g| 1+ =™ |21+ S
Pl PeWale + 0, 8X2 6X3 /U( p Jax3 .
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Energy T I |
b ﬁ[1+&ﬁ]ﬁ+
R ool AR R R| [P P H )OX
PV RU —+U, —+U;— |- —— +Se
X, X, Xy | 0%, 1 ou '
M 1=—u,—*+
L pr aXS
k-equation k A [Gk - p e]+S¢y
O
g —equation €
a w e [E(c 216Gk - C &2 p )]+S¢,
O-S

The Nusselt Number

For forced convection of a single-phase fluid
R 1T P O TR (12)

where h is called the heat transfer coefficient, with units of W/m? , heat flux would be entirely

due to fluid conduction through the layer:

NuL = Jw

Qu=KTw Tl e, (13)
We define the Nusselt number as the ratio of these two:

(convection)

L /K, e .18

g, (conduction)

Sequence of solution steps

1)
2)
3)
4)
5)
6)
7)
8)

The overall solution procedures can be listed as follows:
An initial guess is given for all variables in the field of interest.
The proper boundary conditions are specified for all dependent variables.
The discretised momentum equation is solved to obtain the covariant velocity components.
Then the pressure correction equation is solved to obtain pressure correction field.
The pressure correction is then used to correct pressure fields using equation
Then the velocity and density fields are corrected using equation
The other dependent variables such as turbulence and energy equations are solved.
The density is calculated using the new temperature and pressure fields.

The whole procedure is repeated from step three until a convergent solution is obtained

RESULTS and Discussion

In the beginning of running the computer program we solve the governing equation for simple

rectangular duct as represented in figure (5) and (6) , the turbulent modeling was also adopted for the
duct flow and we can see the turbulent kinetic energy in duct flow in Fig (7) and (8) The velocity
contours of the present work were made for three different values of Reynolds number.
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The firs Reynaldos number was 5000 and its (U) velocity contours is presented in fig (9), in this figure
we can see the uniform velocity at the entrance of the domain, this uniform flow is because the flow
coming from uniform source this source is the stationary blade which work as a nozzle to increase the
velocity and give the flow more stability. The flow velocity increases uniformly inside the domain and
reaches a value over the entrance velocity in the region at the mid chord of the blade and also we see
the same in Figures (10) and (11).

The V — velocity contour for the three Reynolds number are plotted in figures (12) to (14), which
indicates a uniform velocity at the entrance and it decreases towards the exit

The second important variable in the present work is the pressure distribution in the space between
the rotating blades. Figures (18), to (20) show the predicted static pressure distribution at different plane
for Reynolds number equal (5000, 10000, 100000) respectively, we can see higher pressure distribution
near the pressure surface than that close to suction surface this is due to the positive inclination (angle
of attack) of the blades

The figures (21) to (23) show the dimensionless turbulent kinetic energy for Reynolds number
(5000, 10000, 100000) respectively we observe the minimum value of turbulent kinetic energy near
wall and increases toward the center. The turbulent kinetic energy be minimum near wall where the
flow velocity is minimum.

Depending on the velocity value appear during solving the governing equation we can get the
velocity profile. These profiles shown in Figures (25) to (28) and for Reynolds Number (100000 and
10000 ) for different locations in the core line for the blades. We fix the points where the velocity
reach the max flow velocity we get the boundary layer form as show the Fig (29)

After predicting the boundary layer profile we fix the point of velocity equal to 0.99 maximum
velocity at the suction surface these points provide us with the boundary layer, this process done for
1500 rad/s rotating speed. This procedure repeated for another rotating speed (1800 rad/s, 1900 rad/s)
to see how dose the rotating speed affects the boundary layer behavior, the new boundary layer form
presented in fig(30). we see in this figure that increases in rotating speed have bad effect on the
boundary layer form specially at (x/c > 0.9)

The figures (31 to 34 ) show the temperature distribution developing. For the case of constant
upper blade temperature and thermal insulated lower blade for Reynolds (Re = 50,000), we observe
that the temperature increases in the direction of the flow and the temperature decreases in the vertical
direction. In the middle of the geometry we observe the decrease is greater then decreases slightly
toward the lower wall.

CONCLUSION REMREKS
The present work solves the fluid flow and heat transfer between rotating impulse turbine

blades. The following conclusions are drawn from the obtained results; the flow velocity increases
uniformly inside the calculation domain and reaches a value over the uniform entrance velocity in the
region at the mid chord of blade. the velocity vectors are more uniform at the middle section than at the
entrance and they become unstable at the trailing edge section. the boundary layers are more uniform at
the pressure side than at the section side.

High pressure is observed near the pressure side than thus close to suction side, and denser pressure

contours near the leading edge of the pressure side is also observed. A minimum value of turbulent

kinetic energy is observed near the wall and it increases towards the center. Increase in rotational

speed causes a deformation and increase in boundary layer thickness. A normal temperature

distribution is obtained, and the large velocities on the suction side cause streamwise vortex that
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continuously heat transfer. The Nusselt number is maximum at the entrance section and decreases
with the flow direction until it reach approximately constant value. An acceptable agreement was
obtained with previous published numerical and experimental results,
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Table 2 definition of symbols used in present work

Chord of the blade

Constant in turbulence model

Constant in turbulence model

Constant in turbulence model

Axial chord of the blade

Contravariant velocity in £ direction

Contravariant velocity in i direction

Contravariant velocity in Z direction

Jacobian transformation

Kinetic energy of turbulence

Turbulent Viscosity
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Pressure

Perpendicular distance

Reynolds number (Re = p,,U..Cx / L)

Cascade pith

Source term of ¢

Source term due to nonorthogonalit y

Total source terms

Time

Temperature

Turbulence intensity

Velocity component in x direction

Velocity component in y direction

Velocity component in z direction

Axial coordinate in the physical domain

Spanwise coordinate in the computational domain

Rotating speed
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ABSTRACT

An experimental and theoretical investigation of the effect of flow separation on the performance
of a cascade NACA 65 (12)10 axial compressor blade has been carried out. The experimental work
includes the fabrication of three blades from wood, each having a chord (100mm) but one of these
blades having a span of (90mm) for smoke tunnel testing and the other two blades having a span of
(380mm) for wind tunnel testing.The two blades were connected by suitable mechanism in order to
be fixed in the wind tunnel protractor and rotated in the required stagger angle. The cascade was
tested in an open type low-speed subsonic (Mach number=0.117) wind tunnel, for Reynolds number
(Re=239605) based on maximum velocity (35 m/s) and airfoil chord length. The total and static
pressures were measured in selected points between the two blades for stagger angles of (4°, 0° -
4° -8°and -12°) by using a multi-tube manometer and a pitot static tube. The small blade (90mm
span) is tested in the smoke tunnel to visualize the real behavior of flow separation. The theoretical
work includes using the software FLUENT (V6.2) to simulate the flow between the two blades. The
study shows that the flow separation begins when the cascade are inclined at a stagger angle of (-
4°) on the suction side of the lower blade at a position (96%chord experimentally and 98%chord
theoretically). Then, the separation zone increases with increased stagger angle (in clockwise
direction) and reach to the position (61%chord experimentally and 63%chord theoretically) at a
stagger angle (-12°).These results are validated by a smoke tunnel tests.This separation affects the
performance of the compressor, where the static pressure ratio ( P, / P, ) decreases as the

separation zone gets bigger. The range of working stagger angle is then calculated. It was found in
the range (-18° to 36°). The flow behavior between the two blades shows that the blade-to-blade
configuration works as nozzle-diffuser. The theoretical results were compared with the
experimental results and good agreement was obtained.
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INTRODUCTION:

The compressor, which is the important part of gas turbine engines, has to be given special
attention during operation. The main task of the axial-flow compressor is to increase the pressure of
air by converting air kinetic energy through a series of rotating and stationary blades. One of the
most important problems that affect performance is the flow separation. Separation starts by
deviation of fluid particles away from blade surface in the boundary layer. This causes a drop in
kinetic energy, and cause the flow to re circulate [You D. AND Moin, P., 2006]. After stall region
the fluid particles velocity reaches to zero in boundary layer near to blade surface and this
deceleration causes increasing in boundary layer thickness and at a small distance after stall region
the particles stop and reverse in direction due to positive pressure gradient. The low Reynolds
number in conjunction with the local adverse pressure gradient makes it susceptible to flow
separation [Meinhard T. Schobeiri etal, 2003]. This study consists of two major parts: the
experimental part a cascade tested in an open jet low speed wind tunnel. The total and static
pressure between two axial compressor blades were measured using a Pitot - static tube and a
manometer. To visualize the flow a smoke tunnel was used. The stagger angle was taken equals
(4°,0°,-4° -8° and-12°). Secondary, in the theoretical part that depends on simulation the flow
between the two blades by using a software FLUENT. The objectives of this paper are:

1. Study the effect of viscous flow separation (through the cascade of an axial compressor) on the
flow variables (velocity, static pressure, total pressure...etc) by utilizing FLUENT (V6.2) software.
2. Investigate the effect of stagger angle on flow separation.

3. Comparison of the experimental results with the theoretical results.

THEORITICAL PART:
* Assumptions:

The flow is steady, two-dimensional, incompressible , turbulent, Newtonian, isotropicand
isothermal.

* Governing Equations:

The domain for which the model is build is shown in fig.(1) since the flow through a compressor
is three-dimensional and quite complex, a simplified approach is adopted to analyze the fluid flow
through cascade passage in two dimensions. Figs.(1) and (2) show the cascade and the physical
domain. The equations of continuity, momentum and turbulence model are [Hill, P. G., 1965]:

e Continuity Equation:

8_u+@:0 (a).
oxX oy
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e X-Momentum Equation:

aur a_z[ au}_g aul__op, a[ au}g{ @} )
Poox TPy x| M ax | oy Moy |T ax ax| Mo ax ] oyt ox |
e Y-Momentum Equation:
Lo pav_z_g[ﬂ ﬂ g{ﬂ @}_@ a{ au}ﬁ{,, @} ©
ox oy ox|'tox] oyl Coy oy ox|"“oy] oyl “oy
e The turbulence kinetic energy — dissipation model at high Reynolds number is used [Moult,
A. etal, 1977].
A-Turbulence kinetic energy: K = O.5(u’2 +v'? +w’2)
oKy kvl ofu oK ofm K] o o
ox oy oX|o, ox | oy|o, oy

The quantity G, is the generation term for the kinetic energy of turbulence given by:
ouY (v (au ov)
G, =4, 2(—“) T B A (e).
OX oy oy oXx
o v
B-Dissipation: [g—v(—u+ j ]
oy oX
b Ocu  Oev|_ 0| p, 0c|, 0| H, O +(clek—cng)%< 0.
oxX oy ox o, O0x| oy|o, oy

The K —& turbulence model was extended by ref. [Jones, W. P. and Launder, B. E., 1972] to
low-Reynolds number flow as follows:

aKu okv]_af(m, YoK], al(m, K], 2(@)22@1
P oy |Tax|le, x| Taylle, H ey T Uax oy
a_u_,_@ 2 i’y 6K0'5+8K0'5 Z_Iog

oy OX OX oy
fir el s 5 )
ox oy 0 oy K X oy
(6u avﬂ {

_+_

oy oX

(9).

(h).

o%u au 6v 82v
8xay 8x8y oy’®
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Fig.(1): Compressor Cascade Geometry. Fig.(2): General View of the Cascade.
* FLUENT Code:

- Analysis Steps:

There are two processors used to solve the flow equations:
A. preprocessor is a program that structure creates the geometry and grid by using GAMBIT as

follows:

e Modeling of geometry, fig.(3) and fig.(4).

e Mesh generation (Discitization), fig.(5).

e Boundary conditions. There are three type of boundary conditions:

a. Inlet boundary conditions(velocity and pressure inlet).
b. OQutlet flow boundary conditions.
C
d

Solid surface(wall) boundary conditions.
Periodic boundary condition(flow regions before and after two blades).
B. Postprocessor: is:
e Solving Navier-Stokes equations (which includes continuity and momentum equations) as wall
as turbulent flow model by using FLUENT software with ().

e Plotting the results.

Fig.(3):Axial compressor Blade Fig.(4):Axial Compressor Blade
by Points and Edges. as a face.
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htype=PERIODIC

Fig. (5): Grid (Mesh) generation of axial compressor vanes passage for (stagger angle =4 ,0,—
4°.-8° and -129).
EXPERIMENTAL WORK:

* Blade to Blade Configuration:

In the present work a cascade consists of two blades, each having a chord of (100mm) but one of
these blades has a span of (90mm) and the other two blades have a span of (380mm) were made
from wood fig.(6). The two blades of (380mm in span) are connected by suitable mechanism, as
shown in fig.(7) in order to be fixed in wind tunnel protractor and achieved on required stagger
angle. The two blates are fixed by aluminum plates, fig.(7).

- — | o

Fig.(6): Axial Compressor Blades NACA 65 (12)10. Fig.(7): Blade to Blade Configuration.
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* Apparatus:

- Subsonic Wind Tunnel:

Low- speed subsonic (Mach number=0.117) open type wind tunnel is used in this work of cross
section of (305mm™* 305mm). Wind speed of (35m/s) is achievable allowing experiments on many
aspects of incompressible air flow and subsonic aerodynamics to be performed at satisfactory
Reynolds number. Reynolds number is (Re=239605) based on inlet velocity and blade chord. The
tunnel has a smooth contraction fitted with the protective screen. The test section is constructed of
clear Perspex, to see the blade to blade configuration clearly with a square cross section of
(305mmx305mm) and a length of (610mm). The blade to blade configuration was put inside the
test section parallel to flow direction and connect by protractor to limit stagger angle. The control of
the stagger angle of the blade to blade configuration was made by a suitable mechanism, fig.(9).
The upper surface of the test section has a slot used to fix the pitot-static tube to measure the static
pressure and total pressure. Fig.(8) is a photo of the wind tunnel and the working section.
Downstream of the test section is a diffuser which leads to an axial flow fan driven by a (5.6kW
three phase A.C motor). The flow is controlled by a butterfly valve before exhaust to atmosphere
through exhaust section. The air enters the tunnel through a carefully shaped diffuser. The test
section gives a full visibility of flow field.

Fig.(8): Wind Tunnel Device (Open Circuit) Fig.(9): Protractor of Subsonic Low
and Multi-Tube Manometer. Speed Wind Tunnel.

- Multi Tube Manometer:

A water multi tube manometer was used to measure total and static pressure between the two
axial flow compressor blades, fig.(10). The manometer holes are connected to the Pitot - static tube
by suitable connection pipes.

- Pitot — Static Tube:

The purpose of using pitot — static tube is to measure air static pressure, total pressure and then
velocity inside test section. The external dimensions are (5mm) diameter, (200mm) arm length.
Tube reading were corrected according to reference [Omran, K. J.,2003] as following:

Ap = pd = pt - ps = Puwater * g >I<AHwater (I)
1 2 -
pdzz*E*pair*U * (J)
1 2
Ap = Puwater * 9 >l<AHwater = E *E * Pair *U (k)
E=E +0o+Q ().
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Where: E=Correction coefficient, @ =Viscosity coefficients, its value(0), Q =Effect of distance from
tube to wall which is found from fig.(11), E, =Effect of static pressure holes distance of (0.9976)

value.
QLG -

i DS

LELLE By

ELUHERE

DT

Fig.(10): Multi Tube Manometer. Fig.(11): Correction of Pitot - static
tube Distance. [Omran, K. J., 2003].
Smoke Tunnel:

To illustrate a real view of flow development and separation, a smoke tunnel was used as shown
in fig.(12). The air is drawn by a fan which is rotated by an electrical motor of variable velocity at
the top of the tunnel. The air enters to the tunnel at the base. The test section has dimensions of
(180mm) width, (240mm) height and (100mm) deep. The models installed in the back wall of the
test section, the front wall of the test section are easy to remove. It is made of clear Perspex. Smoke
generation is controlled at the bottom of the tunnel. The section has (23) holes from it smoke enter.
The space between any two adjacent holes is (7mm). A high light source is put in the sides of the
test section to see smoke clearly. The smoke generated by a smoke generator which evaporates
kerosene in class evaporator carried on the front wall of the smoke generator. The smoke generated
is dragged by the fan at the top of the tunnel through the test section. Flow Photo is taken using a
digital Camera.

Fig.(12): Smoke Tunnel.

* Procedure of Experiments:
The flow between two axial flow compressor blades was tested by wind tunnel as described in
the following steps:
e Measure the atmospheric pressure and temperature before carrying out the experiments to
calculate the air density accurately.
e Fix the blade to blade configuration in the test section with the required stagger angle.
e Prepare the multi tube manometer, controlling speed valve, and pitot static tube.
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e Operating the wind tunnel for (15min) to reach steady state conditions.

Reading the dynamic head by using pitot static-tube which is connected to multi tube
manometer by suitable connection tubes.

Repeating the previous procedure for other stagger angles ranges from(4°to -12°).

The experiments carried out in smoke tunnel were as following:

Fill the bottle with Kerosene to the required limit.

Put the model inside smoke tunnel test section and fixed at a certain angle indicated by
protractor.

3. Turn on the smoke generator.

4. After about (3minutes) the smoke begins to formulate.

5. After smoke formulation the fan is turned on and controlled by the speed controller.

6. A high resolution digital camera was then used to photograph the models and flow.

RESULTS AND DISCUSION:

* Experimental Results:

The experimental results are presented for three different curve lines located at (0.125,0.5 and
0.875) of (S) as shown in fig.(13). The operating and boundary conditions of the blades and flow
passage are listed in table(1).

Table (1): Operating and Boundary Conditions.

Case | Stagger Angle Inlet Velocity (m/s) Number of grid Static Pressure Ratio
in (degree) points
1 4 35 63 1.08
2 0 35 63 1.12
3 -4 35 63 1.1
4 -8 35 63 1.07
5 -12 35 63 1.04

The velocity and static pressure distribution (for the three sections) of flow between the two

blades for stagger angle (40, 0°-4",-8%nd -12°) are presented in fig.(14)and(15). These figures
show that the flow is accelerated along section 1 (0.125S) up to a certain position,( refer to third
column of table(2). Then the flow decelerates to the exit for stagger angles (4° and 0°) up to a
certain position, see the fourth column of table (2) for stagger angles (-4°, -8° and-12°) where the
flow is separated. The flow decelerates along section 3 (0.875S) from the inlet to the exit for all
taken stagger angles. The velocity and static pressure remains constant along the section 2(0.5S)
from the inlet to the exit for stagger angles (-8° and -12°) and to a certain position for stagger angles
(4°, 0° and -4%), the fifth column of table (2). Then the flow decelerates to the exit. The pressure
ratio is the exit static pressure from blade to blade passage divided by inlet static pressure. The
pressure ratio for all cases is shown in table (2).

The reason behind such behavior is the effect of stagger angle. Within a certain range of stagger

angles (from 4’to -40) the flow remains in contact with the blade surface. As the stagger angle is
increased, the blade profile forces the flow a way from its surface, hence, the flow starts to separate.
Separation starts close to the trailing edge and progresses upwards as the stagger angle is changed

(from -4’10 -120). This effect is not clear in the middle section of the passage as the profile effects
on flow behavior diminishes. The behavior of static pressure distribution is complimentary to the
behavior of velocity. The flow separate from the suction side of the lower blade of cascade for

stagger angle (from -4° 10 -12 °) because of adverse pressure gradient.
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Table (2): Experimental properties and behavior of flow between two blades in wind tunnel.

Case Stagger Location of Location of | Location of Pressure

angles maximum velocity | separation flow ratio

in and minimum point along | deceleration

(degrees) static pressure section 1 along section

along section 1 (%chord) 2 (Ychord)

(%chord)

1 4 43 - 87.3 1.08
2 0 37.5 - 75 1.12
3 -4 36 96 73 1.1
4 -8 25 64 - 1.07
5 -12 12 61 - 1.04

The total pressure distribution of flow between two axial compressor blades for different stagger
angle is presented in figure (16) .This figure show that the fluid total pressure decreases as it
passage from the inlet to the exit due to friction losses. The total pressure losses increases when the
stagger angle increases (in clockwise direction) and the maximum total pressure losses occurs for
stagger angle (-12°) in separation region.

Figure (17) presents the pressure ratio distribution for stagger angles (40, 0°,-4°, - 8°and -

120). The pressure ratio decreases when the stagger angle increases and separation zone increases,
see table (2). By using curve fitting method for this polynomial distribution, the concluded
mathematical relationship between this pressure ratio and stagger angle for NACA 65_(12)10 axial
compressor cascade is:

& =1.1057-0.00216-0.00076 2

Si

(m).

Se

Where: 6: Stagger angle in (degrees). : Pressure ratio.

By equating equation (m) to one, the range of stagger angle for NACA 65_(12) 10 axial
compressor blade aerofoil is (from -18° to 36°).
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(e) For stagger angle=-12.

Fig.(14): Velocity distribution for (0.125S, 0.5S and 0.875S).
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Fig.(16): Total pressure distribution for (0.125S, 0.5S and 0.875S).
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Fig.(17): Correlation of pressure ratio with stagger angles.
* Smoke Tunnel Results:

To see the real view and stream lines of flow separation on blade surface, the blade tests in
smoke tunnel for stagger angle (4°,0°,-4°,- 8°and -12°) are shown in fig.(18). The flow separation
begins from the upper surface in stagger angle (-4°).As the stagger angle increases, separation
propagates towards the leading edge.

Separation zone Separation zone  Separation zone

(A) (B) (®) (D) (E)
Fig.(18): Stream line distribution on surface of axial compressor blade section NACA 65 _
(12)10: (A) Stagger angle =4. (B) Stagger angle =0. (C) Stagger angle =-4. (D) Stagger angle =-
8. (E) Stagger angle =-12.

COMPUTATIONAL RESULTS:

The operating and boundary conditions for the flow passage between two axial compressor
blades are listed in Table (3).

Table (3): Operating and Boundary Conditions.

Case Stagger Inlet Velocity | Number Number of CPU time
Angle (m/s) of grid iterations to in (min).
in (degree) points convergence
1 4 35 5473 8398 73
2 0 35 5573 7492 62
3 -4 35 5528 8403 74
4 -8 35 5440 8881 86
5 -12 35 4888 1019 93

The velocity and static pressure contours of flow between two axial compressor blades for

stagger angles (40, 0°,-4°, - 8"and -120) are presented in fig.(19) and (20). These figures show
that the fluid flow being accelerated near and along suction side (upper surface of lower blade) up
to a certain position, see the third column of tables (4). Then the flow decelerates to the exit for
stagger angles (4° and 0°) and to a certain position for stagger angles (-4°, -8° and -12°), see the
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fourth column of table (4), where the flow separates from the blade surface. The flow decelerates
near and along the pressure side (lower surface of upper blade) from the leading edge to the tailing
edge along the chord line for all cases. The velocity and static pressure remains constant in the mid-
space between the two blades from the inlet to the exit for stagger angles (-8° and -12°) and to the
certain position for stagger angles (4°, 0° and -4°), see the fifth column of tables (4). Then the flow
decelerates to the exit. The fluid flow being accelerated as it passes through the contracting flow
area after that the flow being decelerated to the trailing edge. These phenomena prove that the
suction side works as a nozzle-diffuser, the pressure side works as a diffuser and the blade to blade
configuration works as a nozzle-diffuser.

Table (4): Theoretical properties and behavior of flow between two blades in FLUENT.

No. | Stagger angles Location of maximum Location of Location of flow
in (degrees) velocity and minimum separation deceleration
static pressure near and | point near and | along mid-space
along the suction side along suction between blades
(%chord) side (%chord) | (0.5S)(%chord)
1 4 45 - 84
2 0 36 - 81
3 -4 35 98 74
4 -8 22 65 -
5 -12 12 63 -

The total pressure contours of flow between the two blades for stagger angle (40, 0°,-4°, -8"and

-12°) are presented in fig.(21) .This figure shows that the total pressure decreases as it passes from
the inlet to the exit due to friction losses. The total pressure losses increases when the stagger angle
increases (in clockwise direction) and the maximum total pressure losses occurs when stagger angle

(-12") in separation region due to increased friction losses and adverse pressure gradient.
The flow separation affects the performance of a cascade and hence, affects the compressor
performance where the pressure ratio decreases when the separation zone increases.
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* Accuracy of Solution:
The FLUENT (V6.2) code is considered as a high accuracy computational fluid dynamics
software package. Fig.(22) presents the distribution of residual and number of iterations for

continuity, momentum and k-e model equations and for stagger angle (Ooand -80). As the stagger
angle increases, the number of iterations to convergence increases because the problem gets
complicated when the flow separation occurs, see table (3).

THE COMPARISON BETWEEN THE EXPERIMENTAL AND THEORICAL RESULTS:

The theoretical results obtained in this study by using FLUENT (V6.2) were compared with
those obtained experimentally using the wind tunnel. Fig.(23) shows this comparison for the
velocity in the three locations of interest for stagger angle (0°).This figure shows good agreement
between the theoretical and experimental results, where the flow behavior similar between these
results and the range of different velocity between these results is(1-3)m/s.
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Fig.(22): Distribution of number of Iterations to convergence and Residuals for stagger angle
(4° and -8°)
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Fig.(23): The comparison of velocity distribution between the experimental results and the
theoretical results.
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CONCLUSIONS:

e 1-The area between two axial compressor blades for NACA 65_ (12)10 works as a nozzle-
diffuser.

e 2-Smoke tunnel was successfully used to show separation of flow from upper blade surface.

e 3-The flow separation was seen to start at a stagger angle of (-4°) experimentally and
theoretically.

e 4- The mathematical relationship between the static pressure ratio and stagger angle for
NACA 65_ (12)10 axial compressor cascade is concluded by using curve fitting method for
polynomial distribution.

p
p—%:1.1057-0.00219-0.0007 0° (n).
The range of stagger angle for NACA 65_ (12) 10 axial compressor blade aerofoil is calculated
from this relationship. It was found in the range (-18° to 36°).
e 5- Total pressure was seen to reduce through the blade passage. It drops sharply for the

separation zone.

e 6- FLUENT (V6.2) was used successfully to predict separation as compared to the
experimental measurements in the wind tunnel and as compared with other works.

NOMENCLATURE

English Symbols

Symbol Description Units
C Blade chord line. m
C,.C, Constants in turbulence model. m
d, nd, zd Dimension of pitot static tube. m
E Correction coefficient.
E, Effect of static pressure holes distance. -
Gk Production term of kinetic energy. kJ
g Acceleration of gravity. m/s?
K Kinetic energy of turbulence. m?/s?
P Pressure. Pascal
n Local coordinate normal to the wall. m
Re Reynolds number. -
S Space between two blades. mm
X, Y Coordinates in X and Y- directions. m
U Velocity of air. m/s
u, Vv, w Velocity components in X, y and z directions m/s
Greek Symbol
Symbol Description Units
a Flow angle. degree
B Blade angle. degree
£ Dissipation rate of turbulent kinetic energy. m2/s?
u Laminar viscosity. kg/m.s
e Effective viscosity. kg/m.s
n Turbulence viscosity. kg/m.s
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v Kinematic viscosity. m?2/s
[0} Viscosity coefficients value. -
0 Stagger angle. degree
p Density. kg/m’®
Ok, O¢ Effective prandtl numbers. -
Q Distance action from tube to wall. -
HA Tube head in manometer. o, cmH
PA Change in pressure. Pascal

Superscripts

Symbol Description
' Fluctuating quantity.
Subscripts
Symbol Description
air Air.
d Dynamic.
S Static.
Se Static exit.
Si Static inlet.
t Total.
water Water.
1 Inlet conditions.
2 Outlet conditions.
Abbreviations
Symbol Description
A.C motor | Alternating Current Motor.
CFD Computational Fluid Dynamics.
Fig. Figure.
NACA National Advisory Committee for Aeronautics.
NASA National Aeronautics and Space Administration.
SIMPLE Simi — implicit method for pressure linked equations.
SIMPLEST | SIMPLE — Specially Treated (Newly developed).
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ABSTRACT
Thermohydraulic computer codes such as COBRA3C are now becoming in practical

use as part of power plant licensing process.

One of the areas of interest to reactor designer is the effect due to longterm operations
and the changes that might occur either due to irradiation (burnup) effects or thermal stresses
in the reactor.

The present study is an attempt to predict coolant channel temperature profiles at the
core End Of Life. In addition deeper insight is given to the individual single partial
contribution to the changes in Begin Of Life and End Of Life profiles. The effects due to fuel

swelling, rod bowing, and changes in physical properties are studied in details using
COBRA3C code.

The codes COBRA3C and the kinetic code AIREKMOD together a structure routine
are joined in a modular system. As a result coupling between the different transient
parameters in normal and abnormal operation conditions could be performed.

Results of such coupling are shown to improve the prediction of DNBR.
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INTRODUCTION:

Thermal hydraulic margins are key determinants of plant operation flexibility and
maximum attainable power rating and can therefore impact on plant availability and capacity
factor.

Operating limits are established to ensure acceptable fuel conditions under normal as
well as during abnormal operational transients or accident events. Examples of parameters
that have to be limited to achieve these ends are linear generation rate, departure from
nucleate boiling ratio (DNBR). Calculation of these parameters requires a detailed core
subchannel thermal hydraulic analysis to provide the flow and fluid enthalpy in various
regions of the fuel assembly. The important subchannel analysis computer codes that are in
use for licensing calculations are : COBRA-IV,FLICA ,HAMBO, and COBRA3C (
C.LWHEELER. et.al, 1976) , (FAJEAU, M., 1969) , ( BOURING,R.W, HAMBO , 1967),
( ROWE.D.S. , 1973) . These computer codes have been checked against experimental data
and proved to predict accurately the critical parameters required to react or design.

A nuclear reactor operates for a long cycle (almost two years).During this time interval
the reactor fuel is subject to drastic changes due to burnup and the presence of severe
conditions of mechanical and thermal stresses beside the irradiation effects.

All these longterm effects influence the reactor performance to a large extent.

The longterm reactor behavior gains increasing importance with time. As a result, both
experimental and computational efforts are spent to investigate the End Of Life (EOL)
behavior because of its connection to reactor safety (PAUL.R, BETTEN, 1986), (HOFMAN
et.al, 1980).

In recent study, (PAUL.R, BETTEN 1986), some experiments with instrumented fuel
assembly were irradiated for 22 months and removed after it reached 8.8% burnup,
(30568MW(d). A comparison between calculations at the Begin Of Life and End of Life
power reduction shows discrepancies between measured and calculated assembly temperature
profiles by COBRA-1V. The differences were attributed to bowing in fuel elements.

In the present study the subchannel code COBRAS3C is used to simulate a pressurized
water reactor PWR fuel assembly. The LOFT reactor is considered as our model reactor.
Some of the longterm parameters affecting performance are introduced. The parameters are
introduced separately; this way the effect on temperature profile at EOL could be easily
identified the parameters studied are: fuel swelling, rod bowing, changes of power
distribution due to heterogeneous burnup.

Swelling, (MA .B.M. 1983), results from fission gas release during the fission process as
well as fuel densification resulting from solid fission products. The direct effect of swelling is
the change in the gap conductance. In case of severe conditions the fuel rod dimensions will
increase at the expense of coolant channel dimensions.

Bowing results from temperature gradients which affect the mechanical properties of fuel
rods. Bowing affects flow and therefore has great effect on heat transfer between fuel rods
and coolant. We are going to investigate the effects of the above factors on the reactor
assembly temperature profiles.
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In the course of the present work it was found necessary to intercouple thermohydraulic,
kinetic and structure calculations. The efficient method of performing such coupling is
through a modular system. Brief description of the method and the results obtained are
presented in section VI.

- PROBLEM MODELING IN COBRASC:

The model reactor used in the present study is the LOFT reactor. The LOFT reactor is
designed to be representative of a large pressurized water reactor with reduction in power and
size.

The reactor operates with a power level 50 MW at 2330 psi pressure, and core
temperature of 595°F. The fuel rods are 36 inches in length.

The fuel enrichment is 2.27 and 4.95% of U235, The hottest assembly distribution layout
with the section modeled in COBRA3C code are given in Fig. (1a). The assembly is 8x8
rods. In Fig.(1.b) the large number refer to the rod numbering in the code input ,and the small
ones refer to subchannel numbers. Details about the LOFT COBRAS3C calculation are given
in (AL AHMADY, 1988).

The EOL power distribution of the hottest assembly is taken from neutronic calculation
(AMIN .E.A. et. al, 1990). In this neutronic calculation a modified version of the diffusion
burnup code FEVER-7 has been used. The modifications allowed for longterm behavior
effects on fuel elements to be (AMIN .E.A. et. al, 1990) included during the burnup
treatment. Fig. (2) gives the EOL power distribution as calculated by compared to that at the
begin of life BOL. The rod region with higher power suffers higher burnup and the reduction
in power is higher .This leads to a more uniform power distribution than at the begin of life,
as is clear in Fig (2) .As a result to the previous effect the average power is closer to the
regions of less power and the ratio pin power to average power increases for lower power
regions.

- FUEL TEMPERATURE CHANGES DUE TO BURNUP:

The fuel burnup leads to changes in the axial and radial power profiles .Beside the
reduction of the overall power, the power peaking tends to reduce with irradiation. The axial
power profile after 2000 hours operation is shown in Fig (2) (with control rod out) together
with the initial power distribution.

The COBRA3C calculation with power distribution for the Begin Of Life and End Of
Life are shown in Figs. (3) and (4). Fig. (4) gives the axial temperature profiles for the hottest
pin. It is clear from this figure that the temperature tends to flatten with burnup.

The temperature profiles presented above the heat flux variation with burnup. The
different burnup consequences are not considered in the COBRA3C calculation

BOWING:

The results of reactor physics calculation reported by (C.L.WHEELER. et. al, 1976)
showed that the maximum pin power is in the low enriched zone with power peaking factor
of 1.6 and the highest pin power in the high enriched zone peaking factor of 1.51.

The neutronic calculation in the same reference showed also that the largest rod power
gradient occurs in the high enriched rod.

The calculation for bowing prediction was performed as a result for this high enriched
rod.
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The calculation for bowing assumed that the fuel rod is a simply supported beam acted
upon by bending moment. The resulted deflection could then be calculated .The assumption
that temperature drop across the fuel pin is linear was also made.

The bending moment due to linear temperature across a plane of the cladding was taken
from the formula given in the LOFT design report to be:

ATEwx
t 8R, ER:_R?]
Where:
M; = thermal bending moment
o = coefficient of thermal expansion
R, = outside radius
Ri = inside radius
E = Young's modulus.

The midpoint deflection of the fuel pin simply supported at both ends of the active fuel
length was calculated to be 0.0155 inch. AT was calculated for the different axial nodes from
the COBRAS3C calculation.

For the bowing contribution to the HOT-spot, HOT channel-analysis, four rods are
assumed to bow toward each other to give center to center dimensions of 0.530 inch.

This value for the effect of bowing was introduced in the COBRA3C input, the resulting
radial temperature profiles are is given in Fig. (5).

It can be seen from the Fig. (5) that the effect of bowing is to increase the temperature.
Since bowing is a longterm effect, it is most probable near the End of Life, its effect would be
flattening of the temperature profile .1t could be partially responsible for the power variation
from BOL and EOL that is calculated from burnup alone.

Swelling; Effect of Fission Gas Release:

Irradiation swelling induced by inert gases of fission products in the oxide fuel is less
severe than that in metallic fuel, yet in both cases it limits the fuel performances, in particular
the burnup.

Since the thermal properties of the fission gases are different from helium, the presence
of the fission gases affects the-Heat transfer between the fuel and the clad. The COBRA3C
calculations were performed once when the gap is filled with helium, in the second the gap
was filled with fission gases. Published correlations (HOFMAN et.al, 1980), give the amount
of fission gas produced as 1.35x 10 3gram-mole/megawatt-day.

The results are shown in Fig. (6).The increase in temperature with the presence of fission
gases in gap tends to saturation for high rod power. The maximum temperature increase in
the rod central temperature amounts to 230° F. It was not possible in the present calculation
to treat partial filled gaps, i.e. all the rods have the same fission gases.

The axial temperature profile for the hottest rod is shown in Fig. (6). The fission gas
release and fuel temperature are interconnected, and therefore the hotter rod parts increase in
temperature more than colder parts. The rod surface temperature increases by 13°F.

Coupling between thermohyraulic, Kinetic and structure calculations:
The most efficient and convenient method to couple thermohydraulic & Kinetic and structure
calculation can be achieved through a modular system. In the present system the codes
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COBRA3C and AIREKMOD together with a structure routine are coupled in a modular
system.
The communications between different modules occur either through a main database or
through the common area .The overlay programming structure is adopted to minimize
storage. Detail description of the system is given by (E. AMIN, 1990). The coupling between
the different modules is governed by the module sequence and the input control parameters.
The following variations have been implemented in COBRA3C:

- Restart option.

- Heat flux profile varies with time.

- Channel flow rate variation with time.

- Gap thickness varies with time.

The heat flux profile variation with time is obtained from AIREKMOD calculation,
whereas the gap thickness, flow rate and pressure variation are obtained from the structure
calculations.

The restart option was found necessary in order to save the information from the
previous time step. In this option all informations required are buffered out to the database
and then read in the subsequent time step, together with the current information calculated by
the other modules.

The AIREKMOD kinetic code calculates the axial power profile variation during the
transient event according to the local thermal hydraulic conditions given by COBRA3C and
the reactivity coefficients.

The variations in the AIREKMOO code to be implemented in the system are the restart
option and the communication procedure with the system through the database and the
common area.

Results of calculations using the above coupling procedure are discussed in the
following:

Transients including partial loss of flow, anticipated transient without scram ATUS for
the LOFT reactor is presented, The transient results in the reduction of the coolant mass flow
rate from 100% to 90% with no scram occurring was run with and without AIREKMOD
coupling.

The normalized total reactor core power and the coolant mass flow rate histories are
shown in Fig. (6). The transient was first run using the kinetic coupling; the output is then
used in the thermohydraulic module. A second run was made without kinetic coupling; the
results are shown in Fig. (7). The DNBR was calculated using the Westinghouse w-3
correlation implemented in COBRA3C. The minimum axial values for both runs are given in
Fig. (7).

It is shown in this figure that using coupled calculation improves the prediction of
MDNBR i.e. it tends to the conservative side. Fig. (8) gives the relative axial heat flux profile
for different transient times. It is clear that the axial heat flux profile is suppressed as the
transient progresses in the upper region of the core due to the negative void coefficient which
is larger in this part of the core.

The above results show, that using a fixed heat flux profile during the transient in the
subchannel analysis codes introduces an inherent conservatism. The application of variable
heat flux profile via kinetic codes removes this conservatism.

Another important effect is the gap conductance effect on the fuel and clad surface
temperatures.
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Results of calculation showing the effect of gap conductance variation on fuel and clad
temperatures is shown in Figs. (9) and (10).

Both curves show that using dynamic gap conductance model i.e. allowing for gap
thickness and conductance to vary with time gives higher values for both the clad and the fuel
temperatures as the course of the transient progresses.

Summary and Conclusions:

In the present work the COBRA3C thermohydraulic subchannel analysis code is used to
show the effects of longterm parameters on fuel performance. Although the parameters
studied are interconnected, yet for the purpose of identifying the single effects, they were
considered to be independent. It has been shown that not only the burnup but the swelling and
bowing could have relevant effects on the temperature distribution. In the present treatment
each variation in the parameter studied needed new run for the code.

Coupling between thermohydraulic, kinetic and structure codes have been achieved
through a modular system. Changes in both the codes COBRA3C and AIREKMOD have
been made and a structure routine is written. It was therefore possible to study both steady
state and transients. The present study gave quantitatively the effects of bowing and swelling
in both cases.

The system developed in the present study is a good tool to obtain the influence of
coupling calculation during transients.
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Fig.(1.b) Sub-channel Layout For A 1/8 Section of
Symmetry From A 6A — RDO Bundle
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SIMULATION OF TWO DIMENSIONAL FLOW AND
CONJUGATE HEAT TRANSFER PROBLEM IN COOLED GAS
TURBINE NOZZLE GUIDE VANE
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Baghdad - Iraq Baghdad - Iraq
ABSTRACT

The coupled treatment (conjugate numerical methodology) allows the simultaneous solution of
the external flow (steady, two dimensional, compressible and turbulent flow) and conduction within
the metal (steady, two dimensional) of gas turbine nozzle guide vane (with and without internal
convection cooling). Validation of the developed conjugate capability is investigated in the present
work.

The numerical results were compared with experimental results for steady, two dimensional,
compressible and turbulent flow through the gas turbine nozzle cooling guide vane type (NASA-
C3X), and the results were found to be in good agreement with experiments by (Hylton 1983).

The study shows that the (conjugate numerical methodology) gives good and more accurate
results than the un-coupled treatment. It also shows that the cooling of the vane reduced the thermal
stresses which are focused in the trailing edge of the vane for being thin. Moreover, the cooling
flow inside the passages of the vane reduced the temperature of vane body and that gives longer life
to the vane for the same Turbine Inlet Temperature (TIT) and efficiency. Otherwise, it gives higher
Turbine Inlet Temperature and high efficiency if one chose to keep same life of the vane.

Finally, the present study shows that the conjugate heat transfer simulation is a good tool in gas
turbine design, and it serves as base future work with more complex geometries and cooling
schemes for turbine blade.
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INTRODUCTION

Advanced gas turbine engines operate at high temperatures (1200-1400°C) to improve thermal
efficiency and power output. As the Turbine Inlet Temperature (TIT) increases, the heat transferred
to the turbine blades also increase. The level and variation in the temperature within the blade
material (which causes thermal stresses) must be limited to achieve reasonable durability goals. The
operating temperatures are far above the permissible metal temperatures. Therefore, there is a need
to cool the blades for safe operation. The blades are cooled by extracted air from the compressor of
the engine. Since this extraction incurs a penalty to the thermal efficiency, it is necessary to
understand and optimize the cooling technique, operating conditions, and turbine blade
configuration.

The continuous increase in turbine inlet pressure and temperature definitely require reliable
and accurate predictions of the main stream aerothermal characteristics and of the heat loads
imposed to the blades so that a good design from a thermal point of view might allow a higher inlet
temperature, less cooling air or a lighter design, thus increasing the performance or efficiency of the
turbine and resulting in a longer engine life (Qingluan Xue 2005).

In several industrial applications it is becoming necessary to accompany the computation of
flow and associated heat transfer in the fluid with the heat conduction within the adjacent solid. The
coupling of these two models of heat transfer has been identified by the name “conjugate heat
transfer” in the relevant literature. Typical applications where conjugate heat transfer effects can
become important are, among others, the cooling of turbine blade, and cooling of electronics.

A conjugate numerical methodology used to predict the metal temperature of two or three-
dimensional gas turbine stator blade (vane) or rotor blade. The conjugate heat transfer approach
allows the simultaneous solution of the external flow, internal convection, and conduction within
the metal vane or blade, eliminating the need for multiple, decoupled solutions, which are time-
consuming and inherently less accurate when combined (Canelli et al 2003).

AIM OF WORK

Predict the flow and the metal temperature through gas turbine nozzle guide vane (with and
without cooling) of an axial flow turbine stator by using the fully-coupled approach (conjugate
numerical methodology) by FLUENT code.

MATHEMATICAL MODEL
Assumptions
In order to adopt an applicable computational method, some assumptions are made:
e The entering fluid flow is a perfect gas, Newtonian, uniform, turbulent, and compressible.
e The fluid field is steady, adiabatic, ir-rotational, single-phase, and shock free.

e Cartesian coordinate system is used.

Domain Description

The computational domain and the boundary conditions (B.C) that considered in the present
work are shown in figure (1):
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Solid Surface B.C.
(Insulated wall thermal B.C)

Solid Surface B.C.
(Constant wall temp. B.C)

Solid Surface B.C.
(GHT B.C)

Periodic B.C.

Inflow ) 25

Pressure- Inlet B.C.

2S

Cooling holes

Pressure-Outlet B.C.

Solid Surface B.C.

(Constant wall temp. B.C) /

Periodic B.C.

Fig. (1): Computational domain and the boundary conditions
of the flow through gas turbine nozzle guide vane with cooling.

The compressible turbulent flow through gas turbine nozzle guide vane with and without
cooling was predicted by solving numerically the two dimensional continuity and Navier-Stokes
equations. Unstructured (triangle element) grid generation is adopted by using (GAMBIT code).
Finite volume method with differencing scheme for diffusion term and up-wind scheme for
convection term is employed to discretize the flow domain in the relevant transport equations. A
SIMPLE algorithm pressure based method with collocated grid arrangement and (Rhie and Chow
1983) interpolation are employed to find the coupling of the pressure-velocity field. The Cartesian
velocity components are used as the main dependent variables for the momentum equations. The (k-
£) turbulence model is used to close up the system of the momentum differential equations. In order
to account for the compressibility effects, an equation of state and up-winding scheme is used to
interpolate the density at control volume faces. Discretizing the governing equations (continuity,
momentum, and energy) of fluid flow results in a system of linear algebraic equations, which are
solved by Algebraic Multi-Grid Solver (AMGS). The fully-coupled approach between the flow and
the solid vane was used. Conjugate heat transfer B.C for the external wall surface (for the solid
vane) and constant wall temperature for internal convection cooling holes was used, and another
type of B.C for the computational domain is shown in fig. (1). The Fourier equation for heat
diffusion was solved in the solid zone (solid vane). The present simulations were run using the
FLUENTT™M 6.1.18 code from FLUENT INC., Inc.
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Governing Equations

The general form of three-dimensional instantaneous governing equations of mass and
momentum for unsteady, viscous, and compressible flows written in tensor conservation form
expressed in Cartesian coordinates system (Wang and Komori 1998).

Continuity Equation:

9P 9 (o )0
8t+6xj (puj) 0 @
Momentum Equation:

9 9 I N
8,[(/’J‘Ji)“L . (puiuj)— x| ox (2)

i i i

Where tj; is the viscous stress tensor, defined by: -

ou, ou; | 2au,
t. = LEE e 3
i ”l(ax. 8x.} 3 0%, ”] )

] I

The Kronecker delta (5; =1 if i=j and &, =0 if i=])

Enerqy Equation:

o u’ 0 0

— OU. h—|—; — =—\ut.)]—— I ————————————————— 4
axj[ ’( 2] p] axj('”) X, (q‘) “)

Where, h is the specific enthalpy. gl; is the laminar heat flux vector, which is obtained from
Fourier's law. This is:-

il =—K(S) =—(”ij o’ ©)
X

Pr, 6_xJ
K is the thermal conductivity, and C, is the specific heat capacity at constant pressure. Pr, , is the
molecular Prandtle number defined by:-

P = Gy ©)

State Equation:

Revynolds-Averaged Navier-Stokes Equations

The turbulence model used in this study is based on averaging of the instantaneous equations.
In order to time and mass average (Reynolds averaged) the conservation equations the various flow
properties are decomposed as follows: -
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U = u_| + uil
u, =u; +u,
e S (82)
p=p+p
T=T+T

Neglect the fluctuating terms the turbulence structure remains unchanged, so Equation (8a)
become (Wang and Komori 1998):

!

U, =Uu, + U

u; =u_j+uj'

P=P (80)
p=p

T=T

Substituting equations (8b) into equations (1), (2), (4) and (7).The time/ mass averaged mean

equations of continuity, momentum, energy, and state can be written as (Wang and Komori
1998):-

Continuity Equation

op 0 [(—

—+—w)=0- - 9
o (1)) ©)
Momentum Equations

o(—\ 0 op —

—\pu ]+ —\puu, J=—+—It. +7, ) ———— 10
at(pUI) axj (’aJ| J) axi a j ('J 'J) ( )
Where a is the averaged Reynolds stress tensor, defined as: -
T_ij =—pU; Uj __________________________________ (11)

This will be determined from the Boussinesq Eddy Viscosity Model using the (k-¢&) turbulence
model [Jones and Launder (1972)]. The Reynolds stress tensor will be: -

U ou;
%4__] é‘ij —
oX;  OX

3
Where k is the averaged turbulent kinetic energy defined as: -

23,

7. =
i = A 30x,
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k=4 -- - - - - - - - - - - - - -\ -\ -\ —\ -+ —(—(—(—(—(—(———— 13)
2

And g, is the turbulent eddy viscosity expressed as: -

B (14)
&

H,

WhereC ,is constant (C, =0.09) [Launder and Spalding (1974)]. ¢ is the averaged
dissipation rate of turbulent kinetic energy, defined as:-

popM M (15)
6XJ an

Energy Equation

- (pui(H)-P)= -l +5, ))+i(—qu ~at, +[ﬂ+§ﬁ——— (162)

OX; OX; oX; k
Where:
, — l ror —
H'=C,T +E(ui U, j+k —————————————————————————— (16b)

gt is the turbulant heat flux vector defined as: -
C O\

O e L (16¢)
Pr. )oX

Pr,, is the turbulent prandtl number that has different value for different flow. For gases, most
common values suggested is 0.9 in the case of the boundary layer [Wang and Komori, (1998)].

State Equation

Turbulence Model (k-g) Equations

The transport equations of k and ¢ are formulated and modeled as in [Wang and Komori
(1998)]:

Equation of Turbulent Kinetic Enerqgy (k):

%(ﬁﬁaxij(pkuj# %KM%]S—E}@ e (18)

Where (o, ) is constant with value (o, =1), Gk is the production of turbulent kinetic energy
(generation term) defined as: -
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Go=ry M (19)
OX;
Substitution of (r_ij) from equation (12) into equation (19) gives:
ou, ou; |leu, 2aou, ou, —
G, = — s =205 k|- = 20
‘ ”‘Kaxj o J]axj 3 ox, ”{”t o, pk} (20)
Equation of Dissipation of Turbulent Kinetic Energy (&):
o(—) o P o 1 ) O —g
—\pe)J+ —peau, =C_,—G, + — +=L|—|-C,p———————— 21
at(p) ax, P2 = Cay B axﬂﬂ ajaxj} 2P (21)

Where (C,,), (C,,) and (o, ) are empirical constants and they having the following values,

[Launder and Spalding (1974)]: -
C,, =144, C,, =192, o, =13

&

Fourier equation for heat diffusion (solid vane)

oT
Q=K ) (22)

J

Boundary Conditions Equations

Boundary conditions specify the flow and thermal variables on the boundaries of the physical
model. The boundary conditions types that used in the present work are shown in figure (1) and the
equations of these boundary conditions are formulated and modeled as in (Veresteeg &
Malalasekera, 1995) and (Launder and Spalding, 1974).

RESULTS AND DISCUSSIONS

The first view of geometry configuration and grid distributions are shown in Figs. (2) and (3).
The computational domain has been discretized with 4362 nodes for fluid zone and 344 nodes for
solid zone for gas turbine nozzle guide vane without cooling as shown in fig. (2), and 4362 nodes
for fluid zone and 990 nodes for solid zone for gas turbine nozzle guide vane with internal
convection cooling as shown in fig. (3), with unstructured grid generation, triangle elements by
GAMBIT code from FLUENT.

The main stream operating condition was simulated for subsonic flow and the B.C set to give
the same condition as in experimental work by (Hylton 1983), where, Hylton reported average
Mach number at the vane trailing edge plane at the midspan, and that Mach number was converted
to average static pressure by using isentropic flow relations. The operating condition and the B.C
for the simulation of the flow through gas turbine nozzle guide vane is shown in Table (1).The vane
material properties is shown in Table (2). The thermal boundary on each internal cooling channel is
explicitly specified temperature values based on experimental data by (Hylton 1983). Table (3) lists
the diameters and temperatures of each cooling hole. The hub and tip walls are moduled with no-
slip and adiabatic conditions.
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The velocity and Mach contour is shown in figure (4) and figure (5). In this figure (4), the flow
speed sees high along the suction side near the leading edge. The maximum velocity in the vane
passage is at the position about (25-30 %) from the suction side distance from the leading edge. In
the pressure side, the velocity is low until (30-35 %) from the axial chord distance from the leading
edge, and then the flow is accelerated toward the trailing edge. The contour of pressure is shown in
figure (6). Figure (7) shows the temperature contour of the flow through gas turbine nozzle guide
vane and inside the solid guide vane with cooling.

For the mainstream condition, the flow field is examined and then heat transfer. Fig. (8) and
Fig. (9) shows the pressure distribution at wall of the vane midspan. On the suction side, the
pressure falls rapidly from the stagnation line at the leading edge and then reaches to the minimum
value at (25-30 %) from the axial chord length, and after that the pressure is increase to the trailing

edge but in small range. On the pressure side the flow is still near to the total pressure ( P°) from the
leading edge until reached to (40-50 %) from the axial chord and then decrease toward the trailing
edge. Fig. (10) and Fig. (11) shows the temperatures distribution at wall of the vane midspan
(without and with cooling).

The results show a good agreement with experimental data by (Hylton 1983) as shown in
figure (12) and figure (13).

The heat transfer is investigated with and without cooling van. The temperature dimensionless

distribution ( T,,,/T° ) on the external surface at the midspan of the vane is plotted as shown in

all
figure (12). This figure contains the comparison of the temperature distribution at the external
surface of the vane with cooling that resulted by using (The Conjugate Methodology) with the
experimental value by (Hylton 1983). The results show a good agreement with experimental data.
Figure (13) shows the comparison between the coupled and decoupled treatment of the static
pressure on the suction and pressure side on the wall of gas turbine nozzle guide vane with cooling,
with the experiment values by (Hylton, 1983).In this figure, the coupled treatment is more accurate

than the decoupled treatment and that can be see clearly in suction side.

CONCLUSIONS

e Using unstructured grid generation, triangle elements by GAMBIT code from FLUENT
with Cartesian velocities as the dependent variables and collocated grid arrangement gave an
easy solution to the problem.

¢ Introducing the concept of collocated grid arrangement by (Rhie and Chow 1983), with
contravariant velocities implicitly in the discretized momentum equations simplifies the
discretization of the flow equations.

e Conjugate numerical method is a good method and gives a good accuracy in prediction the
temperature distribution over and inside gas turbine nozzle guide vane (NASA-C3X)
without and with cooling where, the predicted mid-span temperature distribution on the vane
external surface was in reasonable agreement with experimental data by (Hylton 1983).
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e The cooling method of the gas turbine nozzle guide vane by the internal convection circular
cooling passages in the present work gives more life to the vane materials by decreasing the
thermal stresses and for the same design life it gives more efficiency for the gas turbine
by increasing the temperature at the inlet of guide vane (TIT).

e The metal temperature everywhere was much closer to the temperature in the passage free
stream than the coolant temperature. This was due to the fact that the thermal resistance
due to internal convection was much greater than the resistance of the external convection or
the conduction within the metal.

e The results were found to be in a reasonable agreement with experiment by (Hylton 1983).

NOMENCLATURE

Latin Symbols

Symbol Description
Cp specific heat capacity at constant pressure (J/kg K)
CwCsLCSZ Constants in the k- model
Gk Production term of kinetic energy
h Enthalpy (J)

thermal conductivity

Turbulent Kinetic energy

Mass flow rate (kg/s)

K
k
L. Characteristic length of turbulence
M
P

Pressure (Pa)

pe Total Pressure (Pa)
Pr, Molecular Prandtle number
Pr, Turbulent prandtl number
ql Laminar heat flux vector
qt Turbulant heat flux vector
R Gas constant (J/kg.K)
Re Reynolds number
S Pitch or vane spacing
i Viscous stress tensor
T Temperature (K)
T Total Temperature (K)
Ta Wall Temperature (K)
Ty Turbulent intensity
X Axial coordinate in the physical domain
Y Pitchwise coordinate in the physical domain
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Greek Symbols
Symbol Description
£ Dissipation rate of turbulent kinetic energy
7 Laminar viscosity
LT Turbulent eddy viscosity
D Density
ok, O Effective Prandtl numbers
zij Reynold’s stress tensor
Subscripts
Symbol Description
I Index counter in computational plane
S Static
X,y Partial derivative in the physical plane

Superscripts

Symbol

Description

!

Fluctuating quantity in time- Mass averaging or correction quantity

Averaged quantity

o

Total

Abbreviations

Symbol Description

AMGS Algebraic Multi-Grid Solver

LE Leading Edge

SIMPLE Simi-Implicit Method For Pressure Linked Equations
TE Tailing Edge

TIT Turbine Inlet Temperature
REFERENCES

e Canelli, C., Sacchetti, M., and Traverso, S., 2003, "Numerical 3-D conjugate flow and
heat transfer investigation of a convection-cooled gas turbine vane", ATI-NASA , CFD
Engineering S.r.l.Genova 16129, ltaly info@cfd-engineering.it, Ansaldo Energia S.p.A.

Genova 16152, Italy stefano.traverso@aen.ansaldo.it .

e Hylton, Milhec, Turner, Nealy and York, (1983), “Analytical and Experimental
Evaluation of the Heat Transfer Distribution Over the Surfaces of Turbine Vanes”, NASA
CR 168015.

e Jones W. P, and Launder B. E., (1972), “The prediction of the laminarization with a two-

equation model of turbulence”, Int. J. heat transfer, Vol. 15, pp 301-314.

e [aunder, B. E. and Spalding, D. B., (1974), “The Numerical Computation of Turbulent

Flows Comp”, Math. App. Mech. Eng., Vol. 3, pp 269-289.

4919



mailto:info@cfd-engineering.it
mailto:stefano.traverso@aen.ansaldo.it

Number 2 Volume 16 June 2010 Journal of Engineering

e Qingluan Xue, 2005, "Development of conjugate heat transfer capability to an unstructured
flow solver - U2NCLE", MSc. Thesis, Computational Engineering in the College of
Engineering, Mississippi State University.

e Rhie, C. M., and Chow, W. 1., (1983), “Numerical study of the turbulent flow past an
airfoil with trailing edge separation”, AIAA J., Vol. 21, pp 1525-1532.

e Versteeg, H. K., and Malalasekera, W., (1995), “An introduction to computational fluid
dynamics-The finite volume method”, Longman group Ltd.

e Wang, Y., and Komori S., (1998), “Simulation of the subsonic flow in a high-speed
centrifugal compressor impeller by the pressure-based method”, Proc. Inst. Mech. Eng., part
A, Vol. 212, pp 269-287.

BIBLIOGRAPHY

o

Al-Deroubi, N. N., 2001, "Analysis of two dimensional supersonic turbulent flow
between impulse turbine blades using pressure-based method", MSc. Thesis, Mech.
Engg. Dep. University of Baghdad.

=  Ameri, Ali A., 1992,"Navier-stokes turbine heat transfer prediction using
two equation turbulence”, (NASA Lewis Research Center, Cleveland, OH,
United States); Arnone, Andrea (NASA Lewis Research Center, Cleveland,
OH, United States). NASA Center for AeroSpace Information (CASI)
NASA-TM-105817, 1992.

Cademartori, F., Facchini, B., Arcangeli, L., Carcasci, C., Abba, L., and
Traverso, S., 2001 "Numerical prediction of metal temperature and heat transfer of
gas turbine vane", ATI-NASA, CFD Engineering S.rl. - Genova 16129, Iltaly
cademartori@cfd-engineering.it .

Carcasci, Zecchi, Oteri, (2002),"Comparison of Blade Cooling Performance Using
Alternative Fluids." ASME paper GT-2002-30551, ASME Turbo Expo 2002, June 3-
6, Amsterdam, NL.

David L. Rigby and Ronald S. Bunker, 2002, "Heat Transfer in a Complex
Trailing Edge Passage for a High Pressure Turbine Blade", Part 2: Simulation
Results. NASA/CR—2002-211701.

Davidson, L., 2003, "An Introduction to Turbulence Models", Chalmers University
of Technology, Department of Thermo and Fluid Dynamics.

Ferziger, J. H., and Peric, M., 1996,"Computational Methods for Fluid Dynamics",
Springer-Verlag Berlin Heidelberg.

= Garcia Casado, R., Thierry, M., Fedrizzi, R., di Sante, A., and Arts, T.,
2003, "PIV investigation of internal cooing channels for gas turbines, with 45
degrees inclined ribs", von Karman Institute for Fluid Dynamics
Turbomachinery and Propulsion Department, www.vKki.ac.be,
garciaca@vki.ac.be.

4920



mailto:cademartori@cfd-engineering.it
mailto:garciaca@vki.ac.be

A. A. Hassan

M. Abdul-Nabi Aurybi Heat Transfer Problem In Cooled Gas Turbine Nozzle

Simulation Of Two Dimensional Flow And Conjugate

Guide Vane

Giulio Croce, 2001," A Conjugate Heat Transfer Procedure for Gas Turbine
Blades", DIEM — Mechanical engineering department, university of Udine, 33100
Italy . © 2001 New York Academy of Sciences.

Hah, C., 1984, "A Navier-Stokes analysis of the three-dimensional turbulent flows
inside turbine blade rows at design and off design conditions”, J. Engineering of Gas
Turbine and Power, Vol. 106, PP. 421-429.

= Hall, E.J., Topp, D.A., Heidegger, N.J., and Delaney, R.A., September
1994, "Investigation of Advanced Counterrotation Blade Configuration
Concepts for High Speed Turboprop Systems”, Task 8-Cooling Flow/Heat
Transfer Analysis-Final Report, NASA Contractor Report 195359.Prepared
for Lewis Research Center Under Contract NAS3-25270.

Heidmann, J. D., Kassab, A. J., Divo, E. A., Rodriguez, F., and Steinthorsson,
E., 2003, "Conjugate Heat Transfer Effects on A Realistic Film-Cooled Turbine
Vane," ASME Paper 03-GT-38553, June 2003.

Hoffmann, K. A., 1989, "Computational Fluid Dynamics for Engineers",
Engineering Education System, Austin, Tex.

Ivan Carlsson, February 2005," A reduced-order through-flow program for choked
and cooled axial turbines” MSc. Thesis, Division of Thermal Power Engineering
Department of Heat and Power Engineering Lund Institute of Technology, Box 118
S-221 00 LUND. ISRN LUTMDN/TMHP--05/5052—SE.

Jack D. Mattingly, 1996, "Elements of Gas Turbine Propulsion™. McGraw-Hill, Inc.

J.Alan Adams, David F.Rogrs, 1973,"Computer Aided Heat Transfer Analysis",
McGraw-Hill, Inc.

Jayatilleke, C., 1969, "The Influence of Prandtl Number and Surface Roughness on
the Resistance of the Laminar Sublayer to Momentum and Heat Transfer".Prog.
Heat Mass Transfer, 1:193-321.

= Karki, K., and Patankar, S., 1989, "Pressure Based Calculation Procedure
for Viscous Flows at All Speeds in Arbitrary Configurations”, AIAA Journal,
Vol.27, PP 1167-1174.

Karsten KUSTERER, Dieter BOHN, Takao SUGIMOTO, and Ryozo
TANAKA, 2003,"Conjugate Heat Transfer Analysis of a Test Configuration for a
Film-cooled Blade". Institute of Steam and Gas Turbines, Aachen University,
GERMANY. Kawasaki Heavy Industries, LTD., Akashi, JAPAN. IGTC2003Tokyo
TS-083.

Kelkar, K. M., Choudhury, D., and Ambrosi, M., 1991, "Numerical Method for
the Computationof Conjugate Heat Transfer in Nonorthogonal Boundary-Fitted
Coordinates,” Numerical heat Transfer, Part B, vol. 20, 1991, pp. 25-40.

Khudor, D. S., 2003, "Effective of cooling air passage shape on gas turbine blade
temperature

4921


http://www.annalsnyas.org/misc/terms.shtml

Number 2 Volume 16 June 2010 Journal of Engineering

e distribution” MSc. Thesis, Mech. Engg. Dep. Al-Mustansiria University.

(@]

Kristina Hermanson, Sacha Parneix, Jens von Wolfersdorf and Klaus
Semmler, 2000 "prediction of pressure and heat transfer in internal blade cooling
passages”, ALSTOM POWER, CH-5405 Baden-Daettwil, Switzerland.

Luikov, A. V., 1974, "Conjugate Convective Heat Transfer Problems", International
Journal of Heat Mass Transfer, vol. 17, 1974, pp. 257-265.

= Masahiko Morinaga and Toshihiko Takahash (CRIEPI), 2004,"
Development of the Temperature Prediction Method for Hot Gas Path Parts

of 1300 C~ Class Gas Turbines" CRIEPI Report.

Patankar, S. V., 1980, "Numerical Heat Transfer and Fluid Flow", Hemisphere,
McGraw-Hill, New York.

Penelope Leyland, Peter OTT, and Roland RICHTER, 1994, “Turbine cascade
calculation with structured and unstructured meshes", Ecole Polytechnique Federale
de Lausanne, CH-1015 Lausanne.

Rigby, D. L., and Lepicovsky, J., 2001, "Conjugate Heat Transfer Analysis of
Internally Cooled Configurations,” ASME Paper 01-GT-0405, June 2001.

Robert A. Brewster and Sreenadh Jonnavithula, 2000 , "Analyses of heat transfer
in stationary and rotating ribbed blade cooling passages using computational fluid
dynamics",adapco, 60 Broadhollow Road, Melville, NY 11747 U.S.A.

Salih, E. A., 2004, "super sonic flow over jet vane for a rocket engine", Ph.D.
Thesis, Mech. Engg. Dep. University of Baghdad.

Sarkar, S., and Balakrishnan, L., 1990, "Application of a Reynolds-Stress
Turbulence Model to the Compressible Shear Layer". CASE Report 90-18, NASA
CR 182002.

Sheet, Y. T. M., 2002, "Numerical prediction of the compressible turbulent fluid
flow inside a gas turbine stator passage”, Ph.D. Thesis, Mech. Engg. Dep. University
of Baghdad.

Thomas, P. D., and Middlecoff, J. F., 1980, "Direct control of the grid point
distribution in meshes generated by elliptic equations”, AIAA J, Vol. 18, No. 6, PP.
652-656.

Thompson, J. F., Warsi, Z. U. A, and Mastin, C. W., 1985, "Numerical Grid
Generation", North-Holland, Amsterdam.

Weinberg, B. C., Yang, R.-J.,, McDonald, H., and Shamroth, S. J., 1986,
"Calculation of two and three-dimension transonic cascade flow fields using the
Navier-Stokes equations”, Trans. of the ASME, J. of Eng. for Gas Turbine and
Power, Vol. 108, PP. 93-102.

4922




A. A. Hassan

M. Abdul-Nabi Aurybi

Simulation Of Two Dimensional Flow And Conjugate
Heat Transfer Problem In Cooled Gas Turbine Nozzle

Guide Vane

William, W. B., 1996, "Fundamental of Gas Turbine" Second edition, one Wiley&
Sons.Inc.

Wolfgang Hohn,

Ralf Gombert and Astrid Kraus 2001,

"Unsteady

aerodynamical blade row interaction in a new multistage research turbine, part 2:
numerical investigation ", Proceedings of IGTI’01 ASME TURBO EXPO 2001 June
04-07, 2001, New Orleans, Louisiana, USA. 2001-GT-0307.

Table (1) Operating and Boundary Conditions

Case | Ma| Ma| M Re T* P° | Psexit | Tu L¢ No. of Approx.
e e (kg/s) (K) | (bar) | (bar) | (%) | (m) | Iteration | Timeto
to converge
converge | (minute)
1 [017/088| 1.15 | 19x10°|796| 3.2 | 0.88 | 6.5 | 0.32 4320 45
2 1015(0.76| 115 | 1.9%10° | 796 | 3.2 | 0.88 | 6.5 | 0.32 4000 40
Case 1: Turbulent compressible flow through turbine vane with internal convection cooling.
Case 2: Turbulent compressible flow through turbine vane without cooling.

Table (2) Property of the solid vane (ASTM type 310 stainless steel)

Property of the solid vane The values
density (p) 7900 kg/m3
specific heat (Cp) 586.15 J/ (kg. K)

thermal conductivity (K)

17.0 W/(m. K)

Table (3) Cooling Channel, Diameter, and Temperatures (K)

H,\‘I’(')es 1 2 3 4 5 6 7 8 9 10
Diameter(cm) | 0.63 | 0.63 | 0.63 | 0.63 | 063 | 0.63 | 063 | 031 | 0.3L | 0.198
Temperatures

(K) 549.6 | 549.6 | 5385 | 525.7 | 556.3 | 559.6 | 567.4 | 590.7 | 629.7 | 645.3
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Figure (2): Flow through gas turbine nozzle guide vane without cooling, triangle
elements, and computational grid system =4362 grid for fluid zone and 344 grids

for solid zone (GAMBIT code by FLUENT).
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Figure (3): Flow through gas turbine nozzle guide vane with cooling by ten
circular holes, triangle elements, and computational grid system =4362 grid
for fluid zone and 990 grids for solid zone (GAMBIT code by FLUENT).
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Figure (4): Velocity contour and velocity vector for steady, 2-D,
turbulent, and compressible flow through gas turbine nozzle guide
vane at midspan (with cooling).
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Figure (5): Mach contour for steady, 2-D, turbulent, and
compressible flow through gas turbine nozzle guide vane at midspan
(with cooling).
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Figure (6): Pressure contour for steady, 2-D, turbulent, and
compressible flow through gas turbine nozzle guide vane at
midspan (with cooling).
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Figure (7): Temperature contour for steady, 2-D, turbulent, and
compressible flow through gas turbine nozzle guide vane at midspan (with
cooling).
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Figure (9) Pressure distribution for steady, 2-D, turbulent, and
compressible flow at gas turbine nozzle guide vane wall at the

4927

midspan (with cooling).



Number 2 Volume 16 June 2010 Journal of Engineering

7.80e+02 ] -

] Pressure side +++++
7.808+02 Suction side
7708402

0 750e+02
§ 4
8' 4
— 7.60e+02
D 4
3 ]
-8 7.408+02 H
§ -
[ 4
@ 73002
& _
7.20e+02 T T T T T T T
0 1 2 3 L) 5 G 7
Position (cm)
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vane wall at the midspan (without cooling).
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Figure (11) Temperature distribution for steady, 2-D, turbulent,
and compressible flow at gas turbine nozzle guide vane wall at the
midspan (with cooling).
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COMPARATIVE ANALYSIS FOR LINK CROSS-SECTION OF
MANIPULATOR ARMS

Dr. Ahmed Abdul Hussain Ali, Dler Obed Ramadhan
Mech. Engr. Dept. /college of Engr. University of Baghdad

ABSTRACT

The stresses and deflections in robot arm was analyzed using ANSYS software package.
Industrial robot analyzed in this work consists of three arms that have 2-DOF. The analysis of each
arm had been made separately.
The maximum stress and deflection have been analyzed for a static applied at one end of the arm
while has the other end fixed. Links of various cross-sections having same masses, length, and
material properties to make a choice of the shape that gives a high stiffness to weight ratio have
been examined. After specifying the best section for the arms of the robot an optimization process
began to determine the dimensions of the arms sections which give the least deformation this had
been done by the aid of a program build up by using the MATHCAD software package. In the
beginning the program finds the optimum section in which the stress in the members not exceeds
the allowable stress and finds the total weight of the robot after that the program begins to change
the dimensions to satisfy the condition of minimum deflection of the whole robot after that the
program estimates the best choices of the dimension for each section that gives the minimum
weight and deflection.
The dynamic behavior of the best chosen structure of industrial robot was studied to find the natural
frequencies (w, ) and mode shapes.

The result shows that the hollow circular section is the best section for the first link while a square
section is the best section for the other two links.
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INTRODUCTION

Industrial manipulators usually consist of a rigid kinematics chain built up of several rigid
links which are connected by direct driven linear or rotational joints in order to move high payloads
with high speed and high position accuracy. The slackness in the gears as well as the deformations
in the links, which occurs under load, must be eliminated. This can only be reached using rigid joint
actuators and rigid links resulting in heavy structure.

Rigid link manipulators require height stiff structures to achieve high accuracy and low

inertias.
General handbooks to aid in the design of manipulator exist in literature (Rivin
1988&Shimon1999). Analysis of stiffness of manipulator links can be found in (Rivin 1988) and
(Leu et al. 1985), optimization techniques and calibration techniques have been used to correct
errors in accuracy.

Robot designers have attempted to systematically develop analytical criteria for the design
of critical components. For example (Fresonke et al. 1993) has set analytical criteria for the
deflection prediction of serial manipulators. (Henessey et al. 2000) has demonstrated the design of
a light weight manipulator arm while (Williams et al.1993), has demonstrated the design of an
isotropic six-axis manipulator arm. (Rivin 1988) has compared a variety of structural material used
in manipulator arms and has studied critical design components. Fault-tolerant method for
manipulator-joint development was introduced by (Wu et al. 1993), while the design of fault
tolerant manipulators was addressed by (Paredis 1996).

Prismatic joints of manipulator arms based upon across sectional design of the links that
provides a high stiffness to weight ratio compared with a hollow round cross-section has been
addressed by (Abdelmalek 1998).

(Alazard, 1992) describe three different techniques to build up the dynamic model of SECAFLEX,
a 2-DOF flexible in plane manipulator driven by geared Dc motors, they study the effect of angular
configuration changes and physical parameters modifications and shows that the three techniques
give similar result up to the first flexible modes of each link when concentrated masses and inertias
are present.

(Shiakolas et al. 2002) discussed optimum robot design based on task specifications using
evolutionary optimization approaches, these approaches were used for the optimum design of
SCARA and articulated 3-DOF PUMA type manipulators.

The process of optimal design of robots having stochastic model parameters (e.g. material,
geometry or load) had been viewed by (Haubach 2002) as a stochastic structural task, using
flexible structures; the goal is the minimization of the total weight of the robot under certain
constraints concerning the deviation between the actual and the prescribed path in workspace.

The work of (Marcus et al. 2004) presents an optimization procedure which shows how
optimization can be used in the early phases of a development process in order to evaluate the
potential of a concept. The objective in the optimization is to determine optimal gearboxes and arm
lengths from an acceleration capability perspective. The arm lengths are treated as continuous
variables where as the gearbox are selected from a list of available units. The object of their work is
a 3-DOF robot modeled in the mathematics program and optimized using the complex optimization
algorithm.

In this work a comparison had been made between five candidate sections (square, circular,
two vertically tube, two horizontally tube and tri tube) to chose the best section for constructing a
three arm robot manipulator that has 2-DOF. Analysis had been done by using ANSYS software
package and its results are compared with those obtained by the traditional ways used in strength of
materials and by the aid of MATHCAD software. An optimization problem for the dimensions of
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the cross section had been analyzed to get the best construction that has the minimum weight and
with stand the given payload and gives a minimum deflection.

PROBLEM DEFINITION

When a robot is assigned to carry a payload, certain stress distribution develops along the
arm. The characteristics of this stress depend on the material, the geometrical design of the robot
arm and other external factors such as the interaction of the robot with the environment. It is
necessary to know what the most critical configuration is in order to optimize the robot design.
Although it depends on the overall kinematics’ design of each robot in general this position
corresponds to the configuration where the arm is fully extended so that the moment arm is
maximized.

DESIGN THEORY

The types of stresses subjected on the robot arm are bending (neither shear nor torsion). So
a good criteria evaluator (for general and particular cases) that compiles them is the Von Misses
theory. The Von Misses failure criterion is a theory based on the distortion energy in a given
material; it is the energy associated with changes in the shape of the material. A given component is
safe as long as the maximum value of the distortion energy per unit of volume in the assigned
material remains smaller that the distortion energy per unit volume required causing yield in a
tensile-test specimen of the same material. This theory later will be used to secure that no failure
will occur in any of the arms (links).

Most manipulator link cross-sections are hollow. Hollow links provide convenient conduits
for electric power and communication cables, hoses, power transmission members, etc.

In this research a different hollow cross-section is introduced, consisting of square, three
tubes centered on the vertices of an equilateral triangle (this cross section is referred to as a tri-tube
configuration), two horizontally tubes (this cross section is referred to as a 2H-tubes configuration),
cylindrical link (will be referred to as a uni-tube configuration), and two vertically tubes (this cross
section is referred to as a 2V-tubes configuration). As shown in Fig. (1)

Links with an open end manipulator are normally modeled as cantilevers .As shown in Fig. (2).

—
o

a b

00O

d

. c

Fig. (1) Type of sections studied
(a) Square Cross-Section, (b) Tri-Tube Cross-Section, (c) Two Vertically-Tube Cross-
Section, (d) Two Horizontally-Tube Cross-Section, (e) Uni-Tube Cross-Section
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Fig(2) Forces on Modeled Arm

=

X2
MA_Azm?,gx+q37 (1)
Where:
M, , =Bending moment at the third arm
m, = Payload =10kg
g = Specific gravity
0, = Weight per unit length of third arm

When x=L bending moment is maximum [8]
2

M ) =m, gL;+q i (2
A— A/max 397318 9
MY
oy = ®)
Where:

O, = Bending stress at the third arm

| = Second moment of the cross-sectional area
Y = Centroid-moment of the cross area
Substituting equation (2) into (3) gives the equation below:

L2
L Sy
M3 g Ls+d3

O3 = | 4)
WL wLt

_ L 5

¥ =31 T BE] ®)
3 4
M9 L3+q3 3] 1 ©)
2 8 |EI

4, =7 A=pgA (7
Where:

dy, = Deflection at the third arm.

E = Modulus of elasticity.
p = Density of material.
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0, = 7850 »9.81+ A
2

X L
Mg g=m, g x2+q27+q3 L, ?+x2 +m, g(L3+x2)

Where [8]:

M = Bending moment at the second arm

B-B

m, = Mass of the second arm

When x,=L, bending moment is maximum

L, 2 L
Mg_8)max =M, 9 L, +0, —— +q3 3|5 —+L, +m3g(L3+L2)

MY
o, =——
I
2 L
m,gL,+q, 2 bl +q3L3[ 23 2]+m3g(L3+L2)] Y
o,= I
Where:
o, = Bending stress at the second arm
3 4 2
&, :W L +WL N M L

3ElI 8EI 2EI

m + 52 2
1 ((m2+m3)g+q3 L3)L§+q2 Lng[{ ;g L, +0, ZJLZJ

El 3 8 2

W ota =9 (ml +m, + m3)+ 93 Ly+0, L,
2

L2
MTot,c1| q3[L L +—]+q2 —+m, g( +L2)+ngL2

M Total Y

bendmg |
5 _7’E|
cr )strut - 4L2

Where:
PCr = Critical load.

P

_cr
Ostrut = A

01 = Ostrut + O-bending

Where:
o) = Combined stress at the first arm.

Cgirut™ Strut stress.
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1_1+1
cA o A o A
e y

From this equation we see that:

1 1 1 1 1 1 o,+0,
= + = —="+"=
O'rA GeA GCA o, 0, O, o, 0,
GC
op=—g (21)
1+ ¢
Ge
Where:

o, :Rankine stress
o, :Euler stress
For a strut with one end fixed, the other free

2
7° E |
o= (22)
412 A
| =Ak? =k = \/IA = (For uni-tube section)
_1 (b2 2’)
= k= 7 D +d;
2 1,2 2
e:ﬂ' E2k _7 E2 (23)
41 4(Lj
k
Substituting equation (23) into equation (21) yields (Hearn 1977):
GC
o, = 3 (24)
4 L
()
1+t
7’ E

For comparing between the sections the weight of the gears and gripper were neglected the
parameter of each arm as bellow:
L;=0.3m, L,=0.2m, L3=0.15m
m;=8.8781kg, m,=1.9691kg, m3=1.278kg
Where:
m1, My, mz= the mass of first, second and third arm, respectively
E=200*10° N/m* 0 =0.3
g=9.81
Payload= 100N

Deflections Due to Pure Bending
The deflection ¢ is evaluated using finite element analysis techniques when the
manipulator is at its maximum reach (completely stretched out) since this will yield the maximum
deflection. Any other configuration will yield a smaller deflection value considering that the same
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payload is carried. The deflection evaluation is a function of the structural and material properties of
the links and the payload.

e Square Cross-Section

Fig. (3) Robotic Arm of Square Cross-Section
The cross-sectional parameters for each arm of the square section are given in Table (1):

Table (1a) Model Parameters for First Arm Square Cross-Section

By (m) | 0.064 | 0.071 | 0.078 | 0.085 | 0.092
bi(m) | 0.018 | 0.036 | 0.048 | 0.059 | 0.069

Table (1b) Model Parameters for Second Arm Square Cross-Section

B2(m) | 0.04 0.047 | 0.054 | 0.061 | 0.068 | 0.075
bo(m) | 0.0187 | 0.0309 | 0.0408 | 0.0497 | 0.0580 | 0.0661

Table (1c) Model Parameters for Third Arm Square Cross-Section

Bs(m) | 0.035 | 0.042 | 0.049 | 0.056 | 0.063 | 0.07
bs(m) | 0.012 | 0.0261 | 0.0363 | 0.0453 | 0.0537 | 0.0618

e Tri-Tube Cross-Section

Fig. (4) Robotic Arm of Tri-Tube Cross-Section
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The cross-sectional parameters for each arm are given in Table (2):

Table (2a) Model Parameters for First Arm Tri-Tube Cross-Section

Dy(m)

0.0425

0.0495

0.0565

0.0635

0.0705

di(m)

0.0251

0.0357

0.0449

0.0534

0.0616

Table (2b) Model Parameters for Second Arm Tri-Tube Cross-Section

D2(m)

0.03

0.037

0.044

0.051

0.058

dz(m)

0.02465

0.03281

0.04054

0.04804

0.05542

Table (2c) Model Parameters for Third Arm Tri-Tube Cross-Section

D3(m)

0.0179

0.0249

0.0319

0.0389

ds(m)

0.00141

0.01736

0.02644

0.03456

Two Horizontally-Tube Cross-Section

Fig. (4) Robotic Arm of 2H-Tube Cross-Section
The cross-sectional parameters for each arm are given in Table (3):

Table (3a) Model Parameters for First Arm 2H-Tube Cross-Section

Dy(m)

0.05

0.057

0.064

0.071

0.078

di(m)

0.0279

0.0391

0.0487

0.0576

0.066

Table (3b) Model Parameters for Second Arm 2H-Tube Cross-Section

D2(m)

0.04

0.047

0.054

0.061

0.068

dz(m)

0.0362

0.04383

0.05127

0.05859

0.06585

Table (3c) Model Parameters for Third Arm 2H-Tube Cross-Section

D3(m)

0.02

0.027

0.034

0.041

0.048

ds(m)

0.0079

0.0197

0.0286

0.0366

0.04434
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Uni-Tube Cross-Section

Fig. (6) Robotic Arm of Uni-Tube Cross-Section

The cross-sectional parameters for each arm are given in Table (4):

Table (4a) Model Parameters for First Arm Uni-Tube Cross-Section

Dy(m) | 0.07 | 0.077 ] 0.084 | 0.091 ] 0.098 | 0.105] 0.112 ] 0.119] 0.126
dy(m) | 0.01 | 0.034 | 0.047 | 0.059 | 0.0693 | 0.079 | 0.088 | 0.097 | 0.105

Table (4b) Model Parameters for Second Arm Uni-Tube Cross-Section

D,(m) | 0.05 | 0.057 | 0.064 | 0.071 | 0.078 | 0.085
dp(m) | 0.03 | 0.0406 | 0.05 | 0.0586 | 0.067 | 0.075

Table (4c) Model Parameters for Third Arm Uni-Tube Cross-Section

Ds(m) | 0.04 | 0.047 | 0.054 | 0.061 | 0.068 | 0.075
ds(m) | 0.015 | 0.0288 | 0.0392 | 0.0484 | 0.057 | 0.0651

e Two Vertically -Tube Cross-Section

Fig. (7) Robotic Arm of 2V-Tube Cross-Section
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The cross-sectional parameters for each arm are given in Table (5):

Table (5a) Model Parameters for First Arm 2V-Tube Cross-Section

0.064
0.0487

0.071
0.0576

0.078
0.066

Dy(m)
di(m)

0.05
0.0279

0.057
0.0391

Table (5b) Model Parameters for Second Arm 2V-Tube Cross-Section

D2(m)
dz(m)

0.04
0.0362

0.047
0.04383

0.054
0.05127

0.061
0.05859

0.068
0.06585

Table (5¢) Model Parameters for Third Arm 2V-Tube Cross-Section

0.02
0.0079

0.027
0.0197

0.034
0.0286

0.041
0.0366

0.048
0.04434

D3(m)
ds(m)

OPTIMIZATION OF THE ROBOT STRUCTURE

Our overall goal is to design a robot arm that is stiff, lightweight, and exhibits minimum
number of low natural frequencies for rigid-body structural dynamics (i.e., structural resonances). It
is well known that, when a structure design is optimized to achieve high fundamental vibration
frequencies, it also achieves the concomitant goal of low mass. Our initial design suggested that an
arm design possessing high structural vibration frequencies while carrying a gripper payload,
typically also satisfies the otherwise contradictory objectives of low mass, high stiffness, and high
strength.

The objective function of these problems was to minimize the weight of the structures,
subject to constraints on the stress in the robotic arm and displacement constraints at the end
effectors. The design variables were the cross sectional shape of the robotic arm.

There are two cases of optimization in this research. The first case, which referred to as
initial optimization, was to optimize the cross-sectional shape, and the second case, that referred to
as final optimization, was to apply the optimization techniques to an actual structure.

Initial Optimization:

Optimization Invariants:

The following parameters shown in Table (6) are invariant over all five cross-sectional:

Table (6) Invariant Parameters

Structural Characteristics First Arm Second Arm Third Arm
L 0.3m 0.2m 0.15m
Material Steel steel steel
E 200*10° N/m? | 200*10° N/m? | 200*10° N/m”
p 7850 kg/m® | 7850 kg/m® | 7850 kg/m’
v 0.3 0.3 0.3
A 3.77*10°m* | 1.25*10°m® | 1.08*10°m’
Mass of arm 8.8781kg 1.9691kg 1.278kg
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Optimization Variables:

The following variables were optimized for each link to achieve the highest stiffness and

minimum deflection for the overall structure of the industrial robot:

e Shape of the arm cross-section.

e Moment of inertia for each arm.

Final Optimization:

Optimization Invariants:

The parameters shown in Table (7) are invariant over all five cross-sectional:

Table (7) Invariant Parameters

Structural Characteristics First Arm Second Arm Third Arm
L 0.3m 0.2m 0.15m
Material Steel steel steel
E 200*10° N/m* | 200*10° N/m” | 200*10° N/m*
p 7850 kg/m® 7850 kg/m® | 7850 kg/m®
1% 0.3 0.3 0.3
T 0.002m 0.002m 0.002m
Mass of gears 15kg 15kg 30kg
Cross-section Hollow circular | Hollow square | Hollow square

Optimization Variables:
The following variables were optimized for each link to achieve the highest stiffness, and
minimum deflection for the overall structure of the industrial robot:
Inner diameter for the first circular tube arm.
The inner side dimension for the second and third square tube arm.
Total mass of industrial robot.
Natural frequencies (w, ) and mode shapes.

Reducing the weight or changing the shape of a robot is not an easy task to accomplish;
there are several factors involved in this, such as the type of external load that the manipulator is
subjected to, material used (links of the robot) and the most complex variable to handle is its shape
(geometry). The complexity introduced by these factors make it awkward to calculate the stress
levels by hand. For this reason, an FEA package is needed; in this particular case ANSYS is used.
This software will calculate how the von Misses stress is distributed along the links. Results are
compared to the permissible or yield stresses, which make it possible to know if any arm is under
failure mode.

o (Von Misses Stress) < o, (Yield Strength).

To accomplish the goal of reducing the weight of the structure; therefore, improving its
performance and the payload capacity, the weight distribution of the whole structure should be
revised. Every link needs to be taken into account in order to avoid high inertial loads and an
unstable robot design. A robotic design should follow the rule that the first link should be the most
robust and the outermost as light as possible (The first link is going to hold the weight of the whole
structure plus the payload).
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RESULTS AND DISCUSSION

In this work we chose five types of tube sections (square, circular, two vertical, two
horizontal and three circular) to make a comparison between them and to choose the best section for
constructing a three arm robot manipulator.

The procedure of analysis is based on assigning a certain mass and length for each of the
first, second and third arm of the manipulator after that we calculate the cross sectional area for
each arm and then we assume a certain dimension like the outer diameter of the circular tube and
calculating the corresponding inner diameter after that we change the outer diameter by increasing it
by a specific amount. The same procedure is used for all sections except for the 2V-tube, 2H-tube
and tri-tube sections where the mass of the stiffeners must be subtracted from each arm before
calculating the cross sectional area of each arm. After these initial calculations and after estimating
the dimensions of each section we begin entering these data to the ANSYS software program to
calculate the deformations and stress for each arm those results are shown in Figures (8-13) which
demonstrates the regions where maximum stress and deformations occurs. The results for maximum
deflections and those for maximum stresses for each arm and different cross sections are all
collected from which we plot the figures and make the conclusions that for the first arm of the robot
manipulator it is best to make its section as a circular tube this conclusion is clear from Figure (14)
where for a given maximum stress the stiffness for the circular section is bigger as compared with
the other sections this result is also clear in Figure (15) for a given maximum stress the uni-tube
gives less deformation from other sections.

For the second arm we make a conclusion that the square section has a low stress for a
given stiffness this is clear in Figure (16) and also in Figure (17) for a given deflection the stress
will be minimum in the square section.

The same results is obvious in Figure (18) where for a given deflection the stress is
minimum for the square section the same conclusion is clear in Figure (19) where for a given
stiffness the stress is minimum in the square section, the same result may be achieved from
Figure (20) where for a given moment of inertia the square section gives higher stiffness relative to
the other sections.

To make a self checking for our results in ANSYS, a program had been built up using
MATHCAD software. The results of calculation by MATHCAD are shown in Figures (21-26)
where the same conclusion are drown up from the curves that is the first arm of the robot
manipulator is preferred to make it’s section as a circular tube while the other two arms it is
preferred to make it’s section as a square tube to achieve higher stiffness to weight ratio. In this
calculations the same dimensions of each section of each arm had been given as an input data for
the program so as to make the comparison between the two ways of analysis essayer, the
differences between the results is referred to the way of analysis in each software, where in ANSY'S
the analysis is based on finite element and in MATHCAD the analysis is based on the solution on
the known equations of strength of materials for finding the maximum stress and deflections in
beams and struts, due to those different ways of analysis a slight error is seen in those figures, such
error don’t play a big rule from the engineering point of view.

The next step in our work was to built another program to make an optimum design for a
given robot having a given length of arms and payload and to find the best dimensions for its first,
second and third arm.

The program had been written by MATHCAD software and it begins as assigning the
length of the three arms and the mass of the first and second gear box actuator and the total mass of
the payload, that the robot (manipulate), and its end effecter actuator.

The sequence of calculations begins by finding the dimensions of the arm cross section
that satisfies the condition of strength that is to let the stress in each arm be the maximum possible
value it can reach, after that the program find the weight of the arms of the robot. The next step in
this program is to change the dimension step by step to make the structure of the robot stiffer, the
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iteration continuous until the program fined the dimension of each section that satisfies the limits of
deflection on the end point of the robot arm that we want the robot to achieve in the same time the
program makes checking on the weight of robot structure if it is higher than the limit that it is
assigned to it. From all those iterations and results that the program reaches (which satisfy the
conditions of weight and deflection) it chooses the best design parameter between all the result that
has the less weight and deflection due to the given condition of loading.

The final dimension of the robot arms will be the next input for the ANSYS to calculate
the dynamic characteristics of the structure of the robot to determine its natural frequency and mode
shapes of vibration.

The iterations shows that if we increase the weight of the robot by about 25% of the initial
weight calculated in our first analysis, in which (o <oy in each arm), the iteration gives us 32

generation which satisfies our condition of deflection (0.005m < 6 max < 0.002m) those results
for the dimensions of the inner diameter of the first arm and the inner side dimension of the second
and third arm are show in Figure (27).

A plot of the total deformation of the end effectors is shown in Figure (28) for each
generation. Figure (29) shows the total weight of the robot structure for each generation.

The criteria for choosing the best dimensions for the robot structure from the 32
generation obtained is to multiply the weight of each generation by it’s deflection the result of
multiplication gives us an indication of the best generation which has the less value between them,
and this criteria is referred to as the criteria of choice, which is shown in Figure (30) it is obvious
that the 21 generation in the best between them the dimension of this generation entered to ANSYS
to calculate the natural frequencies and mode shapes for the robot structure. The results of dynamic
analysis show that the natural frequencies are (53.614, 59.171, and 138.70Hz). Figure (31-33)
shows the mode shapes for each natural frequency calculated.
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NOV 1 ZO0&
13:29:06

NODAL SOLUTION

STEP=1
3UB =1
TIME=1
¥ (AVG)
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DMX =.431E-05
SMN =-.474E-05

4E -.2E9E-DS -.ZE4E-05
- - -.211E-05

Fig. (8) Deflection in the Third Arm of Square Cross-Section where B=0.035m, b=0.012m
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Fig. (9) Stress in the Third Arm of Square Cross-Section where B=0.056m, b=0.0453m
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Fig. (10) Stress in the Third Arm of Uni-Tube Cross-Section where D=0.04m, d=0.015m
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Fig. (11) Stress in the Third Arm of Tri-Tube Cross-Section where D=0.0389m, d=0.03456m
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Fig. (12) Stress in the Third Arm of 2V-Tube Cross-Section where D=0.048m, d=0.04434m
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Fig. (13) Stress in the Third Arm of 2H-Tube Cross-Section where D=0.048m, d=0.04434m
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ANSYS
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CONCLUSIONS

The main conclusions in our work (where we made a comparison between the five
suggested sections for robot manipulator arms) is that to achieve best performance and high
stiffness to weight ratio it is better to make the cross section of first arm as a circular tube and the
other arms of the robot its better to make its section as a square tube.

Another perceptible notice is that the tri-tube section gives a results close to those of the
uni-tube and square tube for the first, second and third arm respectively, the reason after this lag and
retardation is that the stiffeners at the beginning and end of each arm takes parts of the metal or
mass used in building or constructing the arms of the robot which make it weaker, this conclusion
lead as to a results that the tri-tube section may gives a better results if an optimization had been
made for it alone by varying the dimensions of the stiffness and the distance between the center’s of
the three tube and the diameter of each tube this may be as a suggestion for further work.

By the correct choice of cross section of each arm and by the appropriate choice of its
dimensions based on the iteration and optimization process we may have a robot structure that has a
weight, bigger by a little amount (about 25%) from the lightest weight which satisfies the condition
of strength (i.e. the stress in each member reaches its maximum possible value) but satisfying the
condition of stiffness which is the main feature of robot construction i.e. the error of the end
effectors will be less than 2mm.

In case of increasing the weight or mass of the robot structure by an amount begin than
25% we can have a structure stiffer from the preceding and has deflection less than 0.002m but on
the other hand we will sacrifices the benefit of low weight structure which minimizes the effect of
inertia during the work of robot.
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ALLOYS UNDER DRY SLIDING CONDITIONS
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ABSTRACT

Aluminum-Silicon alloys, with soft lubricant metal, are considered to be one of the important
tribological alloys which resist seizure. The effect of different lead percentages (1-20%Pb) that
added to the modified eutectic Al-12%Si alloy on the wear rate and resistance was studied by
sliding these alloys under dry sliding conditions on a carbon steel disc at different sliding distances
(2.24-40.37 km). The results showed that the wear rate was decreased and wear resistance increased
with increasing lead percentage of Al-12%Si alloy. Furthermore, wear rate was increased linearly
with increasing sliding distance.
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INTRODUCTION

Aluminum based alloys; especially eutectic aluminum-silicon alloys are regarded to be one of
the most important tribological alloys due mainly to the presence of silicon [Lee 1998 and Yasmin
2004]. Silicon is the second most abundant impurity of aluminum. It imparts fluidity in casting,
weldability and high mechanical properties [Mondolfo 1976]. These properties incited many
researchers in order to approach the convenient application. Therefore, replacement of cast iron by
aluminum based alloys in manufacturing automobile pistons is the start point in the early ninetieth
century [Sarkar 1980]. Lead is technically and economically the best qualified metal for use as a
soft phase alloying addition to aluminum based alloys. Leaded aluminum alloys are characterized
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by low wear rate, antifriction and antiseizure characteristics suitable for a variety of bearing
applications [Tiwari 1987]. Rudrakshi et al. (2004) found that the wear properties of spray formed
Al-Si-Pb alloy were improved to be greater than that of Al-Si alloy as a result of microstructural
features of spray formed alloy and the nature of the worn out surfaces. While Hao et al. [2005]
showed that the main reason of decreasing wear in the hot extruded Al-4Si-20Pb alloy attributed to
the constituents of lubricating film that created between the mating surfaces. They indicated that
this film is composed of mixture of Fe,Os, PbsSiOg and a small amount of Fe,O3; at room
temperature, and PbsAl12(Si03)7, Si0,, Al,O3 and a small amount of Fe,O3 at high temperature. The
same result is concluded by An et al. [2006] when irradiated Al-Si-Pb alloys with high current
pulsed electron beam in which the different constituents of lubricating film is the main reason of
decreasing wear.

In this work, some light will be thrown to study the effect of lead addition on wear rate and
resistance of modified eutectic Al-12%Si alloy.

MATERIALS AND METHODS

Leaded aluminum alloys were prepared using commercial high purity aluminum, lead and Al-
18%Si master alloy as starting materials. The master alloy of Al-18%Si was previously prepared by
adding high purity silicon as chunks to the molten of commercial high purity aluminum using gas
fired furnace under the pressure effect via graphite block in a graphite crucible to prevent any
floatation of silicon on the molten surface of aluminum. The molten of Al-18%Si alloy was casted
in a metallic mould to produce ingot of Al-18%Si master alloy. A specified amount of commercial
high purity aluminum was added to the molten of Al-18%Si master alloy to obtain Al-12%Si alloy.
Lead was added separately in different amounts, that corresponding to 1-20%Pb, to the diluted Al-
18%Si master alloy with aluminum to produce different types of leaded Al-12%Si alloys. The
addition of lead was carried out using vortex method as a result of no solubility and miscibility
between lead and eutectic Al-12%Si alloy. In this method, lead was added as chips to the molten of
diluted Al-18%Si master alloy with aluminum in a graphite crucible using graphite fan to prevent
any reaction. The inclination angle of vortex mixing and speed of mixer rotation were 30" and 1256
rpm respectively. All leaded alloys were mixed at 650 'C for 10 min individually to obtain
homogenous distribution of lead inside the molten of Al-12%Si alloy. The pouring temperature for
each alloy was fixed at the same temperature of vortex mixing in which each alloy was poured into
a cooled carbon steel mould to obtain chilled ingots of Al-Si-Pb alloys. All casted ingots have the
dimensions of 100 mm length and 15 mm diameter. Chemical composition of pure aluminum,
master alloy and prepared Al-Si-Pb alloys is tabulated in table I. The ingots of Al-Si-Pb alloys were
cut and turned to produce specimens suitable for microstructural and wear study. For
microstructural study, each alloy specimen was cold mounted and then ground using different SiC
emery papers. Primary polishing was carried out using slurry of alumina while final polishing was
achieved using diamond paste. All microstructural study specimens were etched using 1%Vol. HF
etching solution.

Pin on disc type wear testing apparatus with 450 Hv carbon steel disc was used in this work in
order to determine antiseizure characteristics of Al-Si-Pb alloys. Wear test specimens that
previously prepared have the dimensions of 10 mm length and 5 mm diameter. The sliding circle
diameter and bearing pressure were fixed at 14 cm and 63.6 kPa respectively. A wide range of
running periods was used ranging from 10 min to 3 hr in order to produce different sliding distances
(2.24-40.37 km).

RESULTS AND DISCUSSION

Figure 1 shows the microstructure of modified eutectic Al-Si alloys. It is clear from this figure
that two phases are presented in the matrix of Al-Si-Pb alloys. These phases are eutectic and lead,
while one phase presented in the matrix of Al-12%Si alloy which is eutectic. Figure 1 also shows
the potent effect of chilling on producing modification of eutectic silicon in the matrix of leaded
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alloys, in which fibrous eutectic silicon associated with aluminum dendrites can be recognized in
the matrix for each alloy. This modification in eutectic silicon morphology from angular and flake
as in ordinary conditions to the fibrous as in this work has a crucial role on increasing the
mechanical and tribological properties of eutectic AIl-Si alloys as mentioned elsewhere
[Subramanian 1991, Fatahalla 1999 and Liao 2002]. It is explicit to know that lead decreasing the
hardness of Al-Si alloys in a magnitude dependent on its percentage in the matrix. This decreasing
in hardness value does not mean decreasing in wear properties of Al-Si alloys. This can be
demonstrated by showing the relationship between sliding distance and wear rate as shown in figure
2. It is clear from this figure that the wear rate was increased linearly with increasing sliding
distance for each alloy. In the other side, the wear rate was decreased with increasing lead
percentage at any sliding distance. Plastic deformation always associated with wear in the
subsurface region of the base matrix of Al-Si alloys. The deformation of aluminum phase results in
fragmentation of silicon phase into fine particles distributed in the subsurface region [Pramila Bai
1984]. In this work, no fragmentation was occurred as a result of potent effect of modification that
occurred in eutectic silicon morphology as explained above. The aluminum and silicon phases in
the eutectic of Al-Si alloys behave independently on each other during dry sliding in which the
silicon phase resists the applied bearing pressure while the aluminum phase accommodates the
plastic deformation in the matrix. The presence of lead in the matrix of modified Al-12%Si alloy
results in decreasing the wear rate as explained above. This is because the lead acts as a lubricant
and reduces wear between mating surfaces as a result of its extrusion during dry sliding of leaded
aluminum alloys on carbon steel disc and forming a trib-layer of low shear strength spreads over
modified eutectic Al-12%Si alloy substrate. The smearing of lead prevents adhesion between the
mating surfaces in areas dependent on lead location in the matrix of modified eutectic Al-12%Si
alloy. Therefore, wear rate will be decreased and in the same time seizure resistance will be
increased. This result can be demonstrated precisely from the relationship between lead percentage
and wear resistance, as shown in figure 3, in which the wear resistance increases with increasing
lead percentage. From curve fitting programme, the wear resistance (Wg) changes with lead
percentage (L) according to the following formula:

Wg=-0.0211,2+1.267L,+35.83 1)

This illuminates the importance of lead addition; especially the adhesive compatibility of slided
metals [Norton 1998] indicated clearly the low metallurgical compatibility between lead and iron
where iron can be considered as a counterface material. This makes Al-Si-Pb alloys a suitable
choice for bearing applications. The relationship between wear rate (W,) and hardness (Hv) is
shown in figure 4 in which the wear rate decreases with decreasing hardness, i.e. increasing lead
percentage, according to the following formula obtained from curve fitting programme

W,=0.002Hv?-0.2Hv+6.250 (2)

CONCLUSION

Rapid cooling of leaded eutectic Al-12%Si alloys in a metallic mould could produce
modification of eutectic silicon morphology in the matrix of these alloys. The presence of
accompanied lead that added using vortex method with modified eutectic silicon led clearly to
remarkable changes in the antiseizure characteristics of leaded alloys. These changes can be
summarized by decreasing wear rate and increasing wear resistance with increasing lead
percentage, i.e. decreasing hardness.
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Elements Si Fe Cu Pb Mn Ti Al

Al 041 | 011 | 0008 | 0001 | 0.007 | 0.005 | Rem.
Table Al-18%Si 182 | 031 | 009 | 0001 | 002 | 0009 | Rem | |

Al-12%Si 124 | 024 | 003 | 0001 | 001 | 0007 | Rem.
Al-12%Si-1%Pb | 119 | 024 | 003 1 0.01 | 0.007 | Rem.
Al-12%Si-6%Pb | 127 | 024 | 003 6 0.01 | 0.007 | Rem.
Al-1296Si-12%Pb | 121 | 024 | 003 | 12 | 001 | 007 | Rem.
Al-1296Si-20%Pb | 124 | 024 | 003 | 20 | 001 | 007 | Rem.

Chemical composition of pure aluminum, master alloy and prepared Al-Si-Pb alloys.

A‘v pe .- 1;:‘ | 24 pm,
Al-12%Si-20%Phb

Figure 1 Microstructure of as-cast leaded modified eutectic aluminume-silicon alloys.
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DEPENDABLE DISCHARGES OF THE UPPER AND MIDDLE
DIYALA BASINS

Haitham A. Hussein
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ABSTRACT

The Diyala river is a major tributary of the Tigris river that runs through Iran and Iraq which drains
an area of 32600 km?. The catchment area consist of four parts which are the area of the basin
above Derbendi-Khan, Upper Diyala, Middle Diyala and lower Diyala. Through the last two decade
the water coming to the upstream Derbendi-Khan reduced and this reduction reach to about 35%.
This research focusing on the water dependable discharges reached to upper and middle Diyala
river basin as compared with Russian study(water balance). The water balance mention that the
discharge can be supplied the above basins with probability of 95%for the year (1947-1948). In this
research consider the mean discharge down stream Derbendi-Khan dam for the period (1989-2007)
in order to find the dependable probability for discharge which can be satisfied and equivalent to the
water balance study .

In this research considered different probabilities (95%,80% and 50%) of each months (Oct-Sep)
water year for the period (1989-2007) by using the empirical Wei Bull probability equation, and it
was conclude that the probability of 50% can be considered the suitable probability for the water
requirement to upper and middle basins.
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KEY WORD:- Diyala River Basin

INTRODUCTION

The Diyala river basin is a major tributary of the Tigris river and runs through Iran and Iraq drains
an area of 32600 km?. The river basin are shown in figure (1). The character of the river basin
verses widely from the semi-arid plans to the north of Baghdad at about 33 meter G.T.S where the
average annual rainfall is only 140mm to the high mountainous of the west rain Iran where there are
many peaks over 2500 meter rising the height 3370 meter G.T.S. in this region there are large area
where the average annual precipitation exceed 1000 mm and the high peak are covered perennial
snow . The area of these basin can be shown in table (1).

Table 1. Area of Diyala Basin (4)

Basin Area km®
1 | Above Derbendi-Khan dam 17900
2 Upper Diyala 3910
3 Middle Diyala 8850
4 Lower Diyala 1440
Total 32600
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H. A. Hussein Dependable Discharges of The Upper and Middle
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The difference between two periods will be ((6.4 — 4.14)/6.4)x100 = 35%. Figure(2) and
figure(3)shows the hydrograph of the two period. The water requirement for the year 2000 equal to
3.87 km®as mentioned in the water balance (8) and this amount is less 6.8% than the average of the
year(1989-2007) i.e. the water requirement for this region will need to increase 10% for each
decade.

Discharge Down Stream Derbendi-Khan dam with 95% Probability

This Research was worked by (8) experts for water resources and land development in Iraq (1982)
which may called water balance and as referring to Diyala river basin they suggest three
probabilities can be covered the requirement for upper and middle Diyala basin. Those probability
are: 50% for the year (1935-1936), 80% for the year (1954-1955) and 95% for the year (1947-1948)
and the mean discharge are 103.67 m*/sec,98.8 m*/sec and 94.48 m®/sec respectively.

The study worked by (2) consider 95% probability for the upper and middle basin for the period
(1947-1948) can be satisfied the requirement. Figure(4) shows the 95% for period (1947-1948).

| ——1969-1988 —@— 1989-2007

500 -
450
400
350 /‘\4
300 -

250 A

200 A

150 H

Average monthly discharge (m®/sec)

100 A

50

O\ T T
oct nov Dec jan Feb. march April May  june july Aug. Sep

Months

Fig. 2 Monthly Average Discharge (m*/sec) for Upstream Derbendi-Khan Dam
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Probability for Discharge Downstream Derbendi-Khan dam for the period (1989-2007)

The analysis was consider the frequency percent for each month (water year) by using empirical
Wei Bull probability equation (1) from October to September and find the probability of 95%,80%
and 50% which can be shown in figure(5),(6) and (7). The average yearly flow for these probability
are 38, 59.52 and 101 m?®sec respectively. Naturally the mean discharge of 101 m®sec of
probability 50% can be satisfied the requirement of upper and lower basin.

The 50% dependable discharge downstream Derbendi-Khan dam are shown in the following table
(2) which the coefficient of variation C,, which can indicate large time variation and distribution.

0 (1)

Where:
P, : Frequency of recurrence of a certain term of the series

m : Number carried by the term of the descending series.
n : Number of the term in the series.

1 . :
p= T T=Recurrence interval of return period.
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Fig. 5 95%Probability Average Discharge Derbendi-Khan (1989-2007).
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Table 2. 50% Dependable Discharge Down Stream Derbedi-Khan dam

Mean Standard Coefficient Skew Dependable
Month discharge deviation | of variation | coefficient | discharge m®/sec
m®/sec (o) (C\) (Cy) 50% probability
Oct 107.95 43.63 0.404 -0.387 114.1
Nov 92.53 38.37 0.415 -0.418 97.8
Dec 111.84 55.89 0.499 0.756 93.9
Jan 111.79 79.58 0.711 1.447 88.6
Feb. 120.36 87.53 0.727 1.335 94.4
March 153.53 138.23 0.900 1.566 104.89
April 201.52 210.48 1.044 1.83 126.66
May 148.47 114.09 0.77 1.628 112.26
June 127.42 48.69 0.382 0.066 120.24
July 135.36 44.84 0.331 -0.116 134.38
Aug. 141.42 57.06 0.403 0.648 132.2
Sep. 120.73 47.02 0.389 0.213 120.10

Water Requirement Down Stream Derbendi-Khan Dam

The water released downstream Derbendi-Khan dam will be shred different project located between
down stream Derbendi-Khan dam and Hemrein dam. The main project are Shaik-Langer,Balajo
Khanagin, Qara Tappe, Jalawla and Al-Saadia.
The total water requirement for those project at maximum and minimum water requirement as
mentioned in the water balance can be shown in the table (3) below. The maximum discharge in
July and the minimum discharge are in January.

Table 3. Minimum Discharge required is in January and Maximum Discharge is in July

Water requirement for January Water requirement for July
Name of project Vol. Discharge Vol. Discharge

Million m® m®/sec Million m* m®/sec
Shaik-Langer 0 0 6.2 2.31
Balajo Khanagin 0.26 0.1 16.16 6.03
Qara Tappah 0.59 0.22 24.7 9.22
Jalawla 0.09 0.034 3.90 1.46
Al-Saadia 0.11 0.041 10.78 4.03
Total 1.05 0.395 61.74 23.05

The maximum and minimum discharge for 50% probability of the period (1989-2007) can cover the
water requirement of the project between Derbendi-Khan dam and upstream Hemrein dam.Figure
(8),(9) show the water requirement for the above project during the year.
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CONCLUSIONS

The result of this research indicate the following conclusions
e There is reduction in discharge downstream Derbendi-Khan dam with 35% during about two
decade.
e The existing discharge for the period (1981-2007) can be satisfy the discharge of Diyala
river which 50%probability in order to be equivalent to the probability of 95%(1947-1948)
worked by water balance.
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Fig. 8 Mean Flow Discharge for D/S Derbindi-Khan and Hemreen Dam for the Period (1989-2007)
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Fig. 9 Water Requirement for Diyala Basin (Million m®)

4968




H. A. Hussein Dependable Discharges of The Upper and Middle
Diyala Basins

REFERENCES

e 1- Arora, K.R. Irrigation , Water Power and Water Resources Engineering , Standard
Publishers Distributors ,Delhi . (2008)

e 2- Al-Furat Center for Studies and Design of Irrigation Project Part 1, Balajo Khanageen
Irrigation Project (1989).

e 3- Dr.Alanssary Hydrological Studies and Sedimentation in Diyala River, Vol.3,
University of Baghdad (Arabic Print)

e Harza Engineering Company Chicago and Binni, Deacon Amd Gourly, London

Hydrological Survey of Irag, (1963).

e Hydrologial National Water Resource Center/ Water Control Dep. data for Discharge and
Elevation to Derbendi-Khan dam.

e M.Macdonald Consulting Engineering, Diyala and Middle Tigris Project Report No.7 River
Diyala Hydrology and Flood Control (1975).

e Richard A.Johnson, Gouri K.Bhattacharyya Statistics: Principle and Methods. Fifth
Edithion.(2006).

e Selkhoz Pron Export U.S.S.R.General Scheme of Water Resource and Land Development
in  lraq, (1982).

e Ven Te Chow Hand Book of Applied Hydrology (1973).

SYMBOLS

G.T.S: Greater Trigonometric Survey base for leveling in Iraq

4969



Number 2 Volume 16 June 2010 Journal of Engineering

PARALLEL FUZZY LOGIC CONTROLLER IMPLEMENTATION
USING MPICH2

By
Prof. Dr. Bakir A.R. AL-Hashemy AboTalib H. Mahfoodh
Electrical Engineering Department Electrical Engineering Department
Baghdad University Baghdad University

ABSTRACT

In this work FLC program is implemented using C++ codes. Two implementations are
presented one with the rules stored inside the program, the other with rules in a rulebase file. The
execution times of these two implementations, along with MATLAB FLC implementation, are
compared using different simulated FLCs. Furthermore, to reduce the rulebase searching time, a
parallel FLC is implemented using C++ and MPI (Message Passing Interface). The MPICH2
package is used to run the parallel FLC. A cluster of four computers is used as the parallel
environment. The execution time of this FLC program is evaluated using servomotor, Anti Skid
System, and other simulated applications. The speedup and efficiency are studied using different
number of computers. The results show that decomposing the rulebase searching operation to more
than a computer reduce the execution time significantly.
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INTRODUCTION

Nowadays, the areas where Fuzzy Control has been applied comprise a wide variety of
applications, with different complexities and performance. Fuzzy Controllers can be found in
washing machines, automatic focusing for video cameras, automatic TV tuner, servo motor control,
automotive anti-skid brake, and many other consumer appliances. The application of Fuzzy Logic
exceeds the control domain since it is also employed for others knowledge-based decision making
tasks. Among the latter, medical diagnosis, business forecasting, traffic control, network
management, image processing, signal processing, computer vision, geology, and many more [1].

Table 1 covers a range of research areas related to Fuzzy Logic as reported in the IEEE
2001 International Conference on Fuzzy Systems [1].
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Table 1 Main Research areas in Fuzzy Logic (FUZZ-IEEE 2001)

Research area Main Topics
Fuzzy Mathematics Foundations of fuzzy logic, approximate reasoning, evolutionary
computation, identification and learning algorithms, rule base
optimization.
Control systems Fuzzy control theory and applications, process and environmental

control, stability criterions issues, multilevel supervisory control.

Pattern recognition and | Supervised and unsupervised learning, classifiers design and
image processing integration, signal/image processing and analysis, computer vision,
multimedia applications.

Soft computing and Intelligent information systems, database systems, data mining,

hybrid system intelligent agents, reliability engineering, Nero-Fuzzy systems, internet
computing, networks traffic modeling and control.

Electronic systems Fuzzy hardware implementation and embedded applications.

Robotic and Fuzzy logic in robotics, industrial automation and other industrial

Automation applications.

There is rapid increasing in number of applications of FL (Fuzzy Logic), in the domain of
Image Processing, Signal Processing and Power Electronics that have been reported in the last
decade. Most of them need real-time processing, fast transient behavior, low-power consumption
and/or autonomy. In such cases, an effective implementation is required. Implementing these
applications on parallel computer can have direct effect on the system efficiency.

A parallel computer is a set of processors that are able to work cooperatively to solve a
computational problem. This definition is broad enough to include parallel supercomputers that
have hundreds or thousands of processors, networks of workstations, multiple-processor
workstations, and embedded systems. The need for faster computers is driven by the demands of
both data-intensive applications in commerce and computation-intensive applications in science and
engineering [2].

In 1986 Gupta, Forgy, Newell, and Wedig [3] stated that Rule-based systems, appear to
be capable of exploiting large amounts of parallelism. It is possible to match each rule to the data
memory in parallel. In practice, however, they have showed that the speed-up from parallelism is
quite limited, less than 10-fold. Howard, Taylor, and Allinson [4] presented Cellular automata (CA)
mechanisms. York Fuzzy Automata Machine (FAMe) is a massively parallel fuzzy CA machine.
They have described the structure of the Fuzzy Automata Machine and showed how large, complex
fuzzy parallel systems may be constructed in consequence. Lees, Campbell, and Devlin [5]
presented an application specific parallel rule inference architecture which is capable of performing
an entire rule inference within one clock cycle. The design is targeted for high capacity Complex
Programmable Logic Devices (CPLDs), whose ability to be reconfigured allows the application
specific rule structure to be practical for real world systems.

In this work different type of FLC implementation were provided to reduce the execution
time of an FLC program. An efficient FLC algorithm is designed, and implemented in C++.
Complex FLC programs spend long time in searching the rulebase for fired rules. To decrease the
program execution time, parallel FLC algorithm is designed and implemented in C++ using
MPICH2 (Message Passing Interface Chameleon) package. MPICH2 is used to manage and
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distribute the jobs over computers. The parallel FLC algorithm decreases the execution time by
decomposing the rulebase searching operation into more than a task that can be done concurrently.
Since minimum execution time is desired, number of computers in the parallel environment should
be determined precisely to obtain the desired execution time.

*FUZZY LOGIC CONTROLLERS

The concept of FL was conceived by L. Zadeh [6] in 1965, and presented not as a control
methodology, but as a way of processing data by allowing partial set membership rather than crisp
set membership or non-membership. This approach to set theory was not applied to control systems
until the 70's due to insufficient small-computer capability prior to that time.

2.1 Fuzzy Logic Controller Structure

The kind of a structure a fuzzy logic controller (FLC) will have, primarily depend on the
controlled process and the demanded quality of control. Since the application area for fuzzy control
is really wide, there are many possible controller structures, some differing significantly from each
other by the number of inputs and outputs, or less significantly by the number of input and output
fuzzy sets and their membership functions forms, or by the form of control rules, the type of
inference engine, and the method of defuzzification. All that variety is at the designer’s disposal,
and it is up to the designer to decide which controller structure would be optimal for a particular
control problem [7].

: | FLC
| Knowledge |
| Base |
| A A |
| Input . o Output |
| P » Fuzzification Defuzzification P |
I
: ' i !
I
: » Inference |
I I
S L J
State Controlled System Control
(Process)
Control Control

Fig. 1 The FLC structure.

The basic configuration of FLC is shown in Fig. 1. The configuration consists of four main
components: fuzzification, knowledge base, Inference, and defuzzification [8].
e The fuzzification transforms input crisp values into fuzzy values and it involves the
following functions.
a. Receives the input values,
Transforms the range of values of input variable into corresponding universe of discourse,
c. Converts input data into suitable linguistic values (fuzzy sets). This part is necessary when
input data are fuzzy sets in the fuzzy inference.
e The knowledge base contains knowledge of the application domain and the control goals. It
consists of the rulebase.
e The inference performs the following functions:

o
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o simulates the human decision-making procedure based on fuzzy concepts,

d. Infers fuzzy control actions employing fuzzy implication and rules.

The defuzzification involves the following functions

e. A scale mapping which converts the range of output values into corresponding universe of

discourse

f. Defuzzification which yields a non-fuzzy control action from an inferred fuzzy control

action.

Design Procedure of Fuzzy Logic Controller

To design an FLC, bellow procedure can be followed [8]:

Determination of state variables and control variables: In general, the control variable is
determined depending on the property of process to be controlled. The state variables should
be selected. In general, state, state error and error difference are often used. The state
variables are input variables, and the control variables are output of the controller to be
developed.

Determination of inference method: one of the inference methods can be selected. The
decision is dependent upon the properties of process to be studied.

Determination of fuzzification method: It is necessary to study the property of measured
data of state variables. If there is uncertainty in the data, the fuzzification is necessary, and
the fuzzification method and membership functions of fuzzy sets should be selected. If there
IS no uncertainty, singleton state variables can be used.

Discretization and normalization of state variable space: In general, it is useful to use
discretized and normalized universe of discourse.

Partition of variable space: The state variables are input variables of the controller and thus
the partition is important for the structure of fuzzy rules. At this step, partition of control
space (output space of the controller) is also necessary.

Determination of the shapes of fuzzy sets: It is necessary to determine the shapes of fuzzy
sets and their membership functions for the partitioned input spaces and output spaces.
Construction of fuzzy rule base: Control rules can be built now. The variables and
corresponding linguistic terms in antecedent part and consequent part of each rule are
determined. The architecture of rules is dependent upon the inference method determined in
step 2.

Determination of defuzzification strategy: In general, the crisp control values are used and
thus a defuzzification method should be determined.

Test and tuning: It is almost impossible to obtain a satisfactory fuzzy controller without
tuning. In general it is necessary to verify the controller and tune it until satisfactory results
are achieved.

Complex Fuzzy Logic Controller

The size of the fuzzy rulebase depends on the number of fuzzy rules, while the number of

fuzzy rules depends on the number of inputs and on the number of linguistic values (fuzzy sets)
associated with each of the variables [7].

In the case of having many input and output variables, it is efficient to parallelize and to

inference many fuzzy rules simultaneously. For example for a system with five input variables,
respectively the number of total rules are 16,807 (= 7°) assuming that the number of the linguistic
variables for each fuzzy variable is 7 [9].
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* PARALLEL COMPUTING

Introduction

The past decade has seen tremendous advances in microprocessor technology. Clock rates of
processors have increased from about 40 MHz (e.g., a MIPS R3000, circa 1988) to over 3.0 GHz
(e.g., a Pentium 4, Intel 2006). At the same time, processors are now capable of executing multiple
instructions in the same cycle. The average number of cycles per instruction (CPI) of high end
processors has improved by roughly an order of magnitude over the past 10 years. All this translates
to an increase in the peak floating point operation execution rate (floating point operations per
second, or FLOPS) of several orders of magnitude. Even though it is expected that technology
development will be continue to hold for the near future, there is a limit that will eventually be
reached. The most easily understood physical limit is that imposed by the finite speed of signal
propagation along a wire. This is sometimes referred to as the speed-of-light argument (or limit).
The speed-of-light argument suggests that once the above limit has been reached, the only path to
improve performance is the use of multiple processors [10].

The motivations for parallel processing can be summarized as follows:

1. Higher speed, or solving problems faster. This is important when applications have
"hard" or "soft" deadlines. For example, there is at most a few hours of computation time to do 24
hour weather forecasting or to produce timely tornado warnings.

2. Higher throughput, or solving more instances of given problems. This is important
when many similar tasks must be performed. For example, banks and airlines, among others, using
transaction processing systems that handle large volumes of data.

3. Higher computational power, or solving larger problems. This would allow the use of
very detailed, and thus more accurate, models or to carry out simulation runs for longer periods of
time (e.g., 5-day, as opposed to 24-hour, weather forecasting).

The ultimate efficiency in parallel systems is to achieve a computation speedup factor of p
with p processors. Although in many cases this ideal cannot be achieved, some speedup is generally
possible. The actual gain in speed depends on the architecture used for the system and the algorithm
executed on it [10].

Parallelism Type Classification

Parallel computers can be divided into two main categories of control flow and data flow. In
1966, M. J. Flynn [10] proposed a four-way classification of computer systems based on the notions
of instruction streams and data streams. Flynn’s classification has become standard and is widely
used. Flynn coined the abbreviations Single Instruction Single Data (SISD), Single Instruction
Multiple Data (SIMD), Multiple Instruction Single Data (MISD), and Multiple Instruction Multiple
Data (MIMD) for the four classes of computers shown in Fig. 2, based on the number of instruction
streams (single or multiple) and data streams (single or multiple). The SISD class represents
ordinary "uni-processor" machines [10].

Computers in the SIMD class, with several processors directed by instructions issued from a
central control unit, are sometimes characterized as “array processors.” Machines in the MISD
category have not found widespread application, but one can view them as generalized pipelines in
which each stage performs a relatively complex operation (as opposed to ordinary pipelines found
in modern processors where each stage does a very simple instruction-level operation). The MIMD
category includes a wide class of computers. For this reason, in 1988, E. E. Johnson [10] proposed a
further classification of such machines based on their memory structure (global or distributed) and
the mechanism used for communication/synchronization (shared variables or message passing).
Again, one of the four categories (GMMP) is not widely used.
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The GMSV class is what is loosely referred to as (shared-memory) multiprocessors. At the
other extreme, the DMMP class is known as (distributed-memory). Finally, the DMSV class,
combining the implementation ease of distributed memory with the programming ease of the
shared-variable scheme, is sometimes called distributed shared memory. When all processors in a
MIMD-type machine execute the same program, the result is sometimes referred to as single-
program multiple data [10]. The parallel environment in this work falls into the DMMP section of
the MIMD category.

Data Stream(s) Q

Single Muttiple

SISD SIMD

Single

Instruction Streamis)

Multiple
Wemory

Distributed  Global

Shared Variables Message Passing
Communication 7 Syncronisation

Fig 2 The Flynn-Johnson classification of computer systems.

Parallel algorithm design

Algorithm development is a critical component of problem solving using computers. A
sequential algorithm is essentially a recipe or a sequence of basic steps for solving a given problem
using a single computer. Similarly, a parallel algorithm is a recipe that tells how to solve a given
problem using multiple computers or processors. However, specifying a parallel algorithm involves
more than just specifying the steps. At the very least, a parallel algorithm has the added dimension
of concurrency and the algorithm designer must specify sets of steps that can be executed
simultaneously. This is essential for obtaining any performance benefit from the use of a parallel
computer. In practice, specifying a nontrivial parallel algorithm may include some or all of the
following [8]:

e ldentifying portions of the work that can be performed concurrently.
Mapping the concurrent pieces of work onto multiple processes running in parallel.
Distributing the input, output, and intermediate data associated with the program.
Managing accesses to data shared by multiple processors.
Synchronizing the processors at various stages of the parallel program execution.
Typically, there are several choices for each of the above steps, but usually, relatively few
combinations of choices lead to a parallel algorithm that yields performance adequate with
the computational and storage resources employed to solve the problem. Often, different
choices yield the best performance on different parallel architectures or under different
parallel programming paradigms [8].
The process of dividing a computation into smaller parts, some or all of which may
potentially be executed in parallel, is called decomposition. Tasks are programmer-defined units of
computation into which the main computation is subdivided by means of decomposition.
Simultaneous execution of multiple tasks is the key to reducing the time required to solve the entire
problem. Tasks can be of arbitrary size, but once defined, they are regarded as indivisible units of
computation. The tasks into which a problem is decomposed may not all be of the same size [8].
The tasks, into which a problem is decomposed, run on physical processors. The term

process is used to refer to a processing or computing agent that performs tasks. The term process
does not adhere to the rigorous operating system definition of a process. Instead, it is an abstract

4975



(@) Number 2 Volume 16 June 2010 Journal of Engineering

=

entity that uses the code and data corresponding to a task to produce the output of that task within a
finite amount of time after the task is activated by the parallel program. During this time, in addition
to performing computations, a process may synchronize or communicate with other processes, if
needed. In order to obtain any speedup over a sequential implementation, a parallel program must
have several processes active simultaneously, working on different tasks. The mechanism by which
tasks are assigned to processes for execution is called mapping. A good mapping should seek to
maximize the use of concurrency by mapping independent tasks onto different processes, it should
seek to minimize the total completion time by ensuring that processes are available to execute the
tasks on the critical path as soon as such tasks become executable, and it should seek to minimize
interaction among processes by mapping tasks with a high degree of mutual interaction onto the
same process. In most nontrivial parallel algorithms, these tend to be conflicting goals [8].

- Performance Indices of Parallel Computation
To measure the performance of parallel computation some performance indices have been
defined. Due to the level of complexity involved, no single measure of performance can give a truly
accurate measure of a computer systems performance. Different indices are needed to measure
different aspect. Some indices for global measurements are as follow [9]: (for more information
about parallel algorithm performance indices refer to [10; 12]).
- Execution time: the execution time measures the time required to run the program, in this work
it is the time it takes since the inputs are ready until the output is calculated.
- Speedup (S;): The speedup factor of a parallel computation using p processors is defined as the

ratio: 5p = ;—1 Where T, is the time taken to perform the computation on one processor and T,
P

is the time taken to perform the same computation on p processors. Normally the speedup
factor is less than the number of processors because of the time lost to synchronization,
communication time, and other overheads required by the parallel computation: 1 < s, < P.

However as mentioned before there are some cases where this does not apply.
- Efficiency (E,): The efficiency of a parallel computation is defined as the ratio between the

speedup factor and the number of processors: Ep = EFE = :Tip Efficiency is a measure of the
cost-effectiveness of computations.
e Fired rules job: is the task of checking a rule to see if it is a fired rule or not, and if it is a fire
rule, calculating its strength.
e Communication overhead or time: is the time it takes to transfer the required data between
computers.

* FUZZY LOGIC CONTROLLER IMPLEMENTATION

Introduction
There are different FLC implementation methods. Deciding which method is best
appropriate for a plant depends on several parameters like plant circumstances, cost, execution time,
performance, etc. Among FLC implementation classifications are stand alone hardware
implementation and software implementation on a computer [13].
In this work C++ code is used to program a general FLC, with few changes, any type of
FLC can be achieved. Visual Studio .NET 2003 [14] is used to compile the codes. FLC program
have two types, one with the rules implemented inside the program and the other with rules stored
in a rulebase file. These two types implementation are compared with FLC implementation using

4976




B. A.R. AL-Hashemy Parallel Fuzzy Logic Controller Implementation
A. H. Mahfoodh Using MPICH2

MATLAB Fuzzy Toolbox. Finally to decrease the program execution time a parallel FLC algorithm
is designed and implemented using MPICH2.

Serial FLC Algorithm

The flowchart of the serial FLC algorithm is shown in Fig. 3.

Three FLC programs (MATLAB, C++ Type 1 (Rules stored inside the program), and C++
Type 2 (Rules stored in a file on Hard Disk)) are used to test the design. The execution time is the
time difference between the time that output is ready and the time of applying inputs. 500 random
inputs used to determine the average execution time.

To evaluate the serial FLC algorithm, a serial FLC for servomotor is implemented. The
servomotor process shows nonlinear properties, and thus the fuzzy logic control is applied to the
motor control. The task of the control is to rotate the shaft of the motor to a set point without
overshoot. The set point and process output is measured in degree [8]. State variables (input
variable of controller):

Error equals the set point minus the process output (e): e(k) = &,.(k) — 8 (k)

While & is the shaft position, &, is the shaft set point.

Change of error (ce) equals the error from the process output minus the error from the last process
output: ce (k) = &
Control variable (output variable of the controller): Control input (v) equals the voltage applied to
the process.
FLC for servomotor has two inputs and 22 rules provided by the expert.
- Ifeis PB and ce is any, then v is PB.
- Ifeis PM and ce is NB, NM, or NS, then v is PS.
- Ifeis ZE and ce is ZE, PS, or PM, then v is ZE.
- IfeisPS and ce is NS, ZE, or PS, then v is ZE.
- Ifeis NS and ce is NS, ZE, PS, or PM, then v is NS
- Ifeis NS or ZE and ce is PB, then v is PS.
The execution time of the serial FLC for servomotor on MATLAB and C++ are shown in
Fig. 4.
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Fig. 3 Flowchart of the serial Fuzzy Logic Controller algorithm.
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Fig. 4 The execution time of servomotor FLC programs

Fig. 5 shows the execution time of the three above mentioned serial implementations of various
virtual FLC systems with different number of inputs and rules. As it is shown in Fig. 5 execution time of all
three programs grows rapidly with increasing number of rules.

The execution time of all FLC programs is combined in Fig. 5.d, while MATLAB has the highest
execution time, the C++ type 1 shows the smallest execution time. Although C++ Type 1 program is show
slow increase in execution time and even for 2401 rules it have very small execution time in comparison
with other programs but this type of FLC cannot be used for complex problems because of memory

problem.
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2 02 ¢
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i 0 0
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Number of Rules
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1C++ Type
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22 49 125 256 343 6252401
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22 49 125 256 343 625 2401

H MATLAB C++typel M C++type?2
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Fig. 5 Execution Time of a) MATLAB FLCs, b) C++ type 1 FLCs, ¢) C++ type 2 FLCs, d) comparison of execution
time of three FLC programs.
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C++ type 2 FLC program can handle complex systems with any number of rules but as
mentioned before, the execution time will grows exponentially with increasing number of rules. A
solution for the high execution time problem is to use a parallel environment and to design a
parallel algorithm for FLC program.

Parallel Programming Environment

Computer systems are classified into four groups SISD, SIMD, MISD, and MIMD. Parallel
FLC implemented in this work mimics a MIMD system. All processors execute the same program;
the result referred to as single-program multiple data [10]. Parallel programming environment can
be classified as multi-processors or multi-computers; each one has either bus or switch connection
subdivision (Fig. 6) [12].

MIMD
Parallel
Programming
Environment
Multi-Processors Multi-Computers
(Shared Memory) (Private Memory)
Switched Bus Switched
Bus
eg. eg. e.g.
e'géiig?:m’ Ultracomputer Workstations Hypercube,
‘ , RP3 | ‘ on aLAN Transputer |
Tightly Coupled Loosely Coupled

Fig. 6 Classification of parallel and distributed computers.

In this work the parallel programming environment consists of four computers connected in
a LAN through a switch. All computers belong to the same workgroup called "WORKGROUP".
The computers IP addresses are from 192.168.0.1 to 192.168.0.4. All computers have the same
characteristics. This parallel programming environment is called a cluster. Fig. 7 shows the
physical organization of a cluster of four computers.

Fig. 7 Physical organization of the cluster.

For this cluster, software is needed to distribute the jobs, synchronize processes, send and
receive data, and manage the cluster. MPICH2 [15] is used to execute a parallel program. MPICH2
is one of the most perfect implementation of MPI-2 standard by Argonne National Laboratory.
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Parallel FLC Algorithm

To design the parallel FLC algorithm, the problem should be decomposed into more than
one task that can be done concurrently on different computers. Most of computation time in a FLC
program is due to the searching of rulebase for fired rules. Especially for a large rulebase file the
time to open and search the file is large.

The reading and searching of the rulebase file operations can be decomposed, and more than
one computer can handle these operations concurrently. To do so, the rulebase file should be
divided into number of files equal to the number of computers in the parallel environment.

Each part of decomposed rulebase is stored in a computer and the operations of reading and
searching this file are mapped to that computer. All computers in the cluster read their rulebases and
search them for the fired rules concurrently during the execution of the program. They also
aggregate the numerator and denominator of the output value based on the fired rules strength.

The input should be distributed to all computers in the cluster from the root computer. The
root computer could be any computer in the cluster. It is the interface between the FLC and
controlled plant, it also participate in problem solution. The inputs from the plant provided to the
root computer then they will be distributed to all computers by the root computer. When all outputs
in all computers are ready, they will be transferred to the root computer to calculate the final output.
This final output will be fed to the plant by the root computer. The flowchart of the parallel FLC
algorithm is shown in Fig. 8.
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The FLC for servomotor is used here to evaluate the parallel FLC. The execution time of
this FLC is shown in Fig. 9. It can be seen that using 4 computers increase the execution time in
comparison with the employment of 3 computers. The servomotor FLC has 22 rules, executing of
this controller on 4 computers will not reduce the execution time as much as the increase in
communication time.

0.0045

0.004 -

0.0035 -

0.003 -

0.0025 -

0.002 - I

0.0015 . . . . I
1 2 3 4

Number of computers

Execution Time {in Seconds)

Fig. 9. Execution time of FLC for Servomotor.

The speed up factor and efficiency result of executing FLC for the servomotor using
different number of computers in a cluster is shown in Fig. 10. It is obvious that maximum speedup
for this simple FLC can be achieved by using three computers to solve the problem concurrently.
Using more than 3 computers will increase the communication time without noticeable reduction in
execution time.

21

2
1.9
1.8
1.7
1.6
1.5

Speedup factor

0.9

Efficiency

0.8
0.7 -
2 06 - I
0.5 -
— | | . |
2 3 4 2 3 4

Number of computers
Number of computers

a) b)

Fig. 10. Parallel servomotor FLC a) speed up, b) Efficiency.

The maximum efficiency of FLC for servomotor can be achieved using 2 computers in a
cluster to execute the parallel servomotor FLC program.
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Antiskid Steering System (ASS) is another FLC system used to evaluate the parallel FLC
implementation. ASS is one of the most complex fuzzy-logic embedded systems ever developed. It
reduces the steering angle applied by the driver through the steering wheel to the amount the road
can take. It optimizes the steering action and avoids sliding since a sliding car is very difficult to re-
stabilize, especially for drivers not accustomed to such situations [16].

The execution time of the ASS FLC with 600 rules using different number of computers is
shown in Fig. 11.

0.2
§ 0.18
pe 0.16
£ 0.14
'E 012
2 01
g 0.08 I
% 0.06
0.04 H =
1 2 3 4
Number of Computers

Fig. 11. Parallel ASS FLC execution time.

Fig. 12.a shows the speedup factor and Fig. 12.b shows the efficiency.
The result in Fig. 12 shows that the maximum speedup is obtained when using 4 computers
while the efficiency is minimum.

3.5 1
g 3 _ 095
& 2
5 2.9 5 09
2 &
[H] w
g 2 0.85
1.5 J 0.8 .
2 3 4 2 3 4
Number of Computers Number of Computers
a) b)

Fig. 12. Parallel ASS FLC a) Speedup, b) Efficiency.
Comparing servomotor FLC with ASS FLC it is obvious that the speedup factor and

efficiency are higher in Parallel ASS FLC. Fig. 13 shows the comparison between speedup and
efficiency of servomotor and ASS FLCs.
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Fig. 13. a) Speedup, b) Efficiency; comparison between Servomotor and ASS FLCs.

Another four hypothetical FLC systems are used to evaluate the speedup and the efficiency
of the parallel FLC program.
1- A FLC system with 2 inputs, 7 membership function, and 49 rules.
2- A FLC system with 3 inputs, 7 membership function, and 343 rules.
3- A FLC system with 4 inputs, 7 membership function, and 2401 rules.
4- A FLC system with 5 inputs, 7 membership function, and 16807 rules.
The above FLC systems will be used to calculate the execution time, speedup, and
efficiency when executing on a cluster of 1, 2, 3, and 4 computers.
The execution time of these FLC systems are shown in Fig. 14.
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Fig. 14. Execution time of a) A FLC with 49 rules, b) A FLC with 343 rules, c) A FLC with 2401
rules, d) A FLC with 16807 rules.
To compare the effect of distributing these FLCs in a cluster the speed up factor must be calculated.
The speedup factors are shown in Fig. 15. The efficiency values of the above FLCs are shown in
Fig. 16.

W computers 2 computers3 m computers 4

4.2

3.7

3.2

27

22

Speed Up Factor

1.7 +——

1.2 1

0.7 -
49 34Rumber of Rul@H01 16807

Fig. 15. The speedup Factors of various FLCs on clusters of different number of computers.

The results show that increasing in number of rules make the speedup factors becomes near
to the number of computers. This means that for complex FLCs when speedup factor is close to its
maximum amount, the communication time can be neglected. Also it is clear that for small FLCs
increasing number of computers in the cluster will increase the communication time which will
reduce the amount of speedup.

Fig.16 shows that the maximum efficiency is achieved for the most complex FLC (the one
with maximum number of rules). Although increasing number of computers in the cluster increase
the speedup, but in other hand it reduces the efficiency factor.
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Fig. 16. Comparison of various FLC systems Efficiency.

The results show that choosing number of computers in the cluster that will participate
in solution of the FLC problem has direct effect to speedup, efficiency, and communication time. So
choosing the number of computers in the cluster is a tradeoff between speedup and efficiency.
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CONCLUSIONS

In this research three types of FLC implementations, were introduced. The first one
implemented with the rules stored inside the program. Comparing this implementation with
MATLAB fuzzy toolbox implementation, shows that the former one has less execution time.

The experimental results show that above two implementations are not appropriate for
complex and large FLCs, since both have rulebase size limitation.

The second FLC implementation with rules stored in a file on hard disk solves the memory
problem of the previous implementations on the account of execution time. Rulebase searching time
is growth by increasing number of rules. Complex FLC spend much time in searching the rulebase
file for fired rules. This operation can be decomposed and mapped to more than a computer.
Running the FLC program, on a parallel environment, decrease the execution time especially for
complex FLCs.

The third FLC implementation is based on decomposing the second FLC implementation to
be executed on more than a computer. The experimental results shows that increasing number of
computers, decreases the execution time until a point that because of the communication overhead,
the execution time will not be decreased anymore. For simple FLCs this point is reached using few
computers. But for complex FLCs with large number of rules, using more computers in the cluster
can decrease the execution time.

Although adding more computers in the cluster increase the speedup factor but in the other
hand, the efficiency will be decreased. Choosing number of computers in the cluster to solve a FLC
program is a tradeoff between speedup and efficiency.
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ABSTRACT

This research presents and discuss the results of experimental investigation carried out
on geogrids model to study the behavior of geogrid in the loose sandy soil. The effect of
location eccentricity, depth of first layer of reinforcement, vertical spacing, humber and
type of reinforcement layers have been investigated. The results indicated that the
percentage of bearing improvement a bout (22 %) at number of reinforced layers N=1
and about (47.5%) at number of reinforced layers N=2 for different Eccentricity values
when depth ratio and vertical spacing between layers are (0.5B and 0.75B) respectively.
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INTRODUCTION

The use of reinforced earth is a recent development in the design and construction
of foundations and earth-retaining structures. Several authors studied strip foundations
but reinforced with different materials such as steel bars (Milovic, 1977; Bassett and
Last, 1978; Verma and Char, 1986), steel grids (Abdel-Baki et al. 1993), geotextiles
(Das and Shin, 1994) and geogrids (Ismail and Raymond, 1995). All of these

4990




M.J. Al-Mosawe Bearing Capacity of Square Footing
A. A. Al-Saidi on Geogrid-Reinforced Loose Sand
F. W.Jawad To Resist Eccentric Load

researchers concluded that reinforcement increased the bearing capacity and reduced the
corresponding settlement of the foundations compared to the unreinforced soil.

The present study was undertaken to investigate the bearing capacity of square
footings on geogrid-reinforced sand. The parameters that are investigated include;

e Eccentricity value (e)

e Depth Ratio of first layer (u/B=0.75), where u and B are depth of first reinforced
layer and footing width respectively.

¢ Vertical spacing between layers (z/B=0.5), where z and B are vertical distance
between layers and footing width.

And Br/B=3 for tests where Br and B reinforcement layers width and footing width.

The symbols of the geometric parameters used in the present paper are shown in
Figure (1).

A 4

Br

Figure (1) Geometric Parameters of Reinforced Foundation.
EXPERMENTAL TESTS:-

A series of model loading tests were conducted inside steel box of 600 X 600mm x
700mm in size the box was made of steel plate of 3mm thickness, stiffened with angle
sections, as shown in Plate (1). The internal faces of the box were covered with
polyethylene sheets in order to reduce the slight friction which might be developed
between the box surface and soil. Static vertical loads were applied using electrical
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hydraulic pump. Loads transferred from the pump to a hydraulic jack were carefully
recorded by proving ring installed between the jack and the tested footing.

The footing was loaded at a constant loading rate to failure. The ultimate bearing
capacity was defined as the state at which either the load reached a maximum value
where settlement continue to without further increase in load or where there was an
abrupt change in the load —settlement relationship. Settlement of the footing was
measured using two dial gauges fixed in the middle and edge of footing.

The test footing was a square steel plate 60mm in plane and 5mm thick.

Plate (1) General View of Testing Equipments

SOIL PROPERTIES:-

Clean, oven-dried, uniform quartz sand (Kerbela sand) was used in the tests. The sand
was placed in the test box at unit weight of approximately 15.2 kN/m? (relative density
IS 31%). Some properties of the sand are given in Table (1).
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Table (3.1) Sand Properties.

Property Values
Specific Gravity Gs=2.63
Void Ratio and Dry €max=0.82, Ymin =14.4 kN/m?
Unit Weight emin=0.59, Yamax=17.39kN/m*

€used=0.75, Yausea=15.2 kKN/m®

Relative Density Dr=31%

Angle of Internal

Friction @=29

The value of (@) was obtained from the direct shear test

REINFORCEMENT PROPERTIES.

The reinforcement used in the research is polymer geomesh. The general view for three types used in
tests described, Plate (2). The dimensions of the geogrid samples used in this study were listed in Table
(2), the physical chemical properties for sample used were listed in Table (3) and the technical properties
for sample used were listed in Table (4).

Geogrid No.1 Geogrid No.2 Geogrid No.3

Plate (2) The Reinforcement Used.
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Table (2): Dimensional properties for geogrids used (Latifia Georgid).

Property Unit Data Data Data
for geogrid
for geogrid for geogrid
No.1
No.2 No.3
Aperture Size mm 6x10 26x26 39x39(+2)
Mass Per Unit Area g/m* 700 520(+%) 770(x40)
Roll Width m 2.0 1.0 25
Roll Length m 20 20 30
Roll Diameter m 0.40 0.43 0.50
Cross Roll Weight kg 28.0 104 57.75

Table (3): The physical, chemical and biological properties for geogrids used

(Latifia Georgid)..

Property Data for Data for Data for
Geogrid No.1 Geogrid No.2 Geogrid No.3
Structure Extruded Extruded Extruded
Geogrid Geogrid Geogrid
Mesh Type Diamond Square Diamond
Standard Color Black Black Black
Polymer Type HDPE HDPE HDPE
U.V Stabilized Carbon Black Carbon Black Carbon Black
Chemical Resistance Excellent Excellent Excellent
Biological Resistance Excellent Excellent Excellent
Packaging Rolls Rolls Rolls
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Table (4): The technical properties for geogrid used (Latifia Georgid).

Property Unit Data for Data for Data for
Geogrid No.1
Geogrid No.2 Geogrid No.3
Tensile Strength KN/m 5.1 2.3 4.3

at 2% Strain

Tensile Strength KN/m 9.1 4.0 7.7

at 5% Strain

Peak Tensile kN/m 16.0 7.1 135
Strength
Yield Point % 20.0 20.0 20.0
Elongation
STUDIED VARIABLE

Effect of Eccentric VValues:-

Figure (2) illustrates the load —settlement curve for a point at the footing edge while
Figure (2) shows that curve for a point at the footing center for different eccentricity
values. It can be seen that increase in the load carrying for reinforced sand with
decrease the eccentricity values. But settlement edge dial decrease and settlement center
dial gauge increase with decrease the eccentricity values.

Load (kN)

0.0 0.1 0.2 0.3

Eccentricity Values (cm)

+ e=005B

¥ e=0.1358
& 0228

Edge Settlement (mm)
N
I

8

Figure (2) Load — Edge Settlement Curves for Different Eccentricity Values,
u/B=0.75, Br/B=3 and Number of Reinforced N=1.
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Load (kN)
0.0 01 02 03

Eccentricity Values (cm)

+  e=0.058

X e=0228
@ curve3

Center Settlement (mm)
IS
T

8

Figure (3) Load — Center Settlement Curves for Different Eccentricity Values,
u/B=0.75, Br/B=3 and Number of Reinforced N=1.
The same conclusion can be drawn for figure (4and 5) when number of reinforcement layers (N=2)

Load (kN)
0.0 0.1 0.2 03 0.4 0.5

Eccentricity Values (cm)

4+ e=0.058

¥ e=0135B
2r P e=0.228

Edge Settlement (mm)
IS
T

8

Figure (4) Load — Edge Settlement Curves for Different Eccentricity Values,
u/B=0.75, z/B=0.5, Br/B=3 and Number of Reinforced N=2.

Load (kN)

Eccentricity Values (cm)
4+ e=0.05B
¥ e=0135B
2r @ e=0228

Center Settlement (mm)
IS
T

8

Figure (5) Load — Center Settlement Curves for Different Eccentricity Values,
u/B=0.75, z/B=0.5, Br/B=3 and Number of Reinforced N=2.
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Figure (6) displays load variation with eccentricity values for different reinforced
number. The load indicates an increase with increase reinforced number for each value
of eccentricity. For each value of eccentricity, can be find the maximum load can sand
bearing.

In (p)=-0.58*In(e) -1.6 e>0

Where p=applied load (kN)

e= eccentricity value (mm).

Eccentricity Values (cm)

0.0 05 1.0 15 2.0
0.0 \ \ \

0.1

0.2 —

Reinforced Number

©oN=0

Load (kN)

03 —

X oN=1
& N=2

0.5

Figure (6) Load Versus Eccentricity Values for Different Reinforced Number (N),
u/B=0.75, z/B=0.5, Br/B=3.

Figure (7) illustrates the variation of improvement percentage with reinforced number
for different eccentricity values. The improvement percentage increases with increasing
number of reinforcement layers and decreasing eccentricity values.

For each value of number of reinforced can be determined the improvement percentage.
I=11.7(N)-2.5 2
Where: I=improvement percentage (%)

N= Number of Reinforced
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Reinforced Number (N)

60 —

Improvement Percentage (%)

80

Figure (7) Improvement Percentage Versus Reinforced Number for Different
Eccentricity Values, u/B=0.75, z/B=0.5, Br/B=3.

CONCLUSIONS

¢ For single-layer reinforced sand when the depth ratio is 0.75B, the improvement
percentage increases about t(20%) for different eccentricity values.

e For two layers reinforced sand when depth ratio is u/B=0.75 and vertical spacing

z/B=0.5 improvement percentage increase to (47.5%) for different eccentricity
values.

¢ This equation can be used to calculate the maximum applied load on sand for N <
2.

e In(p)=-0.58*In(e) -1.6 e>0
e This equation can be used to calculate improvement percentage for N < 2.
o 1=11.7(N)-1.5
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ABSTRACT

A constitutive law can be defined as a mathematical functional relation between physical quantities
such as stress and strain and may take other factors like time ,temperature and additional material
properties into account.

In this paper , the endochronic model is used to predict the stress-strain relations of two Iraqi
clays. This model is a viscoplastic one but without introducing a yield surface. It encompasses
material behaviour such that the current stress state is a function of strain history through a time
scale called “intrinsic time” which is not the absolute time but a material property.

The simulation showed that the model overestimates the strains for all cases studied. This may
be attributed to the material parameters which require a parametric study to determine their actual
values for Iraqi clays.

KEYWORDS: Clay, Endochronic Model, Stress, Strain, Model Parameters
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INTRODUCTION

Endochronic theory was first introduced by Valanis in 1971. He coined this Greek name
“Endochronic” that consists of two roots, endos (meaning inner ) and chronos (meaning time). This
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theory encompasses material behaviour such that the current stress state is a function of the strain
history through a time scale called * intrinsic time” which is not the absolute time measured by a
clock as in viscoplasticity but a material property. Hence, the endochronic theory is a “viscoplastic”
one but without introducing a yield surface. Therefore, all the complexities and difficulties that
develop in introducing a suitable yield criteria are avoided, (Valanis,1971).

Bazant in 1974 and later with his coworkers extended Valanis theory to predict the behaviour
of different engineering materials such as concrete , and soils.

GENERALIZED CONSTITUTIVE RELATIONS:

To generalize the uniaxial concept of the endochronic theory into three dimensions, first, the
definition of the intrinsic time increment, dz, which is used in stead of real time increment, dt, is
introduced. The intrinsic time for time-dependent behaviour is function of strain increments, deij

and time, dt. The dependence of dz upon de;; is assumed to be gradual to exclude ideal plastic

reponse. The function of dz will be continuous, smooth, and monotonically increasing. Thus,
function (dz)® with an appropriate exponent ”s” , can be expanded in a tensorial power series in
dej; and dt, i.e., (Bazant and Bhat,1976):

(d2)' =p+p;de+pdt+ pyde de +p, de d+p, d+ O

Pl d §; de,dey, +un

where:
P= coefficient matrices, the subscripts refer to the components in the Cartesian coordinates X;,
i =1, 2, 3, and number (4) refers to the time axis.
Since, dz must vanish as de;;—0 and dt —0, thus P=0. Setting s=1, and neglecting all

quadratic terms, then dz = P,. dt WhICh is of no interest, thus P, = 0 . Setting s=2, and satisfying the
conditions of isotropy, the quadratic form of Equation (1) can be written in terms of the first two
invariants of de;;, as follows, (Bazant and Bhat,1976):

(dz)* =P,J, +(P,1, + P,dt)* + P,(dt)* 2)

where:

Po, P1, P2, P3= non-negative coefficients.

J, = second deviatoric strain increment invariant, and

I, = first strain increment invariant.
Then, dz must vainish for both instantaneous time, dt =0, and pure volumetric deformation, J,=0,
hence P;= 0. Thus, the remaining terms in Equation (2) can be rewritten in the following form:

d dt
@) =(Ey + ) ©
1 7
where:
dé = f,(o,€)-dJ (4.2)
d¢ =3, = —de (4.b)
dejj = deviatorlc strain increment tensor
=d S —Eé’ij -de
3

dij= Kronecker delta.
d €= Volumetric strain increment = d €,
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21 71= Constants.

d¢ is scalar called “damage measure” that depends on strain increments and stresses to predict
hardening and softening. d¢ is called “deformation measure” that depends on strain increments
only. From Equations (3) and (4), d¢ and dz represent geometrically the length of path traced by
material states in a six-dimensional strain space for d¢’, or in a strain-time space for dz., (Ansal et

al., 1979).

Secondly, generalizing of equations to three dimensions using dz instead of dt, and splitting
the strain components into deviatoric and volumetric components to satisfy isotropy conditions, the
following differential constitutive equations are deduced:

daS; S;
de; = —+_-—-dz (5.a)
2G 2G
dezd%m  Twlt | 41 ige (5.b)
3k Kz,
where:

de; =d g —%5". -de
de=de,+d e,, +d €,,
dA = inelastic dilatancy,

Sjj = deviatoric stress tensor,

=o0;-6;0,
1
oy = Mean stress = =o',
3

G, K = shear and bulk elastic moduli, and
d €° = stress-independent inelastic strains (e.g. thermal strains).

Both of the first terms of Equations (5.a) and (5.b) represent the elastic strain increments, while
the remaining terms represent the inelastic strain increments. For instance, the term
(o, -dt/3Kz ) represents the time-dependent inelastic volumetric strain, i. e. creep, while dA

represents the time-independent volumetric strain.
To develop a quasi-linear elastic incremental constitutive law for simplicity, the plastic stress

increment tensor daiﬁ’ can be obtained from Equations (5) by multiplying Equation (5.a) by 2G, and
Equation (5.b) by 3K, hence:

doj =2G-def +6;(3K-d €)
=S, 0Z +6; (o, dt/7,+3K di+3K d€) (6)
The stress increments doy; are related to the elastic strain increments d eiej by the following
equations:

daij=ZG~deﬁ+5ij(3K~d e®) (7)
Hence, the summation of Equations (7) and (8) yields:

do; +doy =Dy, -d g (8)
where:

Diji = elastic coefficient matrix
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THE NUMERICAL PROCEDURE:
The basic constitutive law, Equation (5), is of a differential form, and the variables that govern
inelastic deformations are (dz) and (dA ). Bazant and Bhat (1976) used the step-by-step integration
or step-iterative algorithm in which for each loading step, a number of iterations are performed till
satisfaction of equilibrium of stresses and strains occurs. This is assured when the change in values
of (dz) and (dA) for the same loading step becomes very small.

In this algorithm, the values of (dz) and (dA) computed from the previous loading step provide
an initial estimate for the next loading step.

Endochronic Hardining Functions and Parameters:
The function f; in Equation (4) that accounts for hardening or softening, should decrease as the
inelastic strains accumulate, because d¢ is adopted as a measure of the accumulated inelastic strain,

hence:

_ dn _ .
dg_f(n) . dp=F(c,€)-d¢ (9)

where:
f(n) = Strain-hardening function.

F(o,e)= Strain-softening function.
Thus, the function f(#)has a significant effect on the non-linearity of the stress-strain relations,
while the function F(o,e) allows for a gradual decrease of these relations on approach to peak
stress. Both functions depend mainly on material type.

Hardening Functions and Dilatancy for Normally Consolidated Clays:
The function F in Equation (9) is determined semi-empirically from experimental data. The function

F is governed by the effective confining stress 17, the volume change, I, and the second

deviatoric strain invariant, J;. Bazant et al. (1979) introduced the following formulation for
function F:

1-a,15] | (1+a,0)

_I_
0.01+a,(17 / Pa)

where: a’s = material constants.
Pa = atmospheric pressure = 101.3 kN/m?

F(o,€) (10)

The division of 17 in Equation (10) by Pa is to make the relation dimensionless. Constant “a”
must be positive to ensure irreversible strain increment for the critical case of no hardening or
softening, (Bazant et al., 1979).

The function f (n) represents the limiting critical case of no hardening or softening. Thus, for

large values of n, this function, f (r)), must converge to one. The function f (n) takes the following
form:

1. B
f(p)=1+ T B (11)

where: 31 and [, = constants.
The dilatancy or densification function dA of clays depends on shear and volumetric stresses and

strains. Hence, the function dA depends on J;, 17 and I7. Moreover, dA depends on A itself
because the volumetric strain increment should decrease monotonically till zero as a limit in the
case of failure. Hence dA is equal to (Bazant et al., 1979):
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C,[1+Cyl,| d¢
@+ C,I7 /Pa)(1+C,I5)(A+C,A)

(12)

where:  ¢,, C1, Cy, C3, C4 = material constants.

dA is determined empirically from tests and it depends on the clay type, stress path and stress
history.

The tensile strengths of soils are very small and hence neglected.

The elastic moduli G and K of the soil element change during loading, and thus the accumulated
densification-dilatancy measure A and the effective normal stress also change. Thus, the effect of
void ratio is:

de ¢ (1+e,) 3(+e)A 31
e e e n

(0] (0] (0]
where: e, = initial void ratio
&y = volumetric strain = gy
n = porosity.
while the effect of normal stress is the ratio (1,7 — 17°)/ 17>, where 17°is the initial first stress
invariant. Hence, the elastic moduli will be equal to:
7 -1

Oo

1
where: by and b, = constants,

and K = % G+v)/(1-2v) (15)

(13)

G=G,(1+b, +b, %) (14)

Model Parameters of Clays:

All material parameters in the previous equations are based on best fit of experimental results.
Constant “a” in Equation (10) affects the value of the peak stress. Constant az which is called

“distortion coefficient” is determined by the following correlation proposed by Ansal et al. (1979).

Based on general pattern of results:

a,=153.8(e,Pa/ Po) +34.62 (16)

where:
Po = consolidation pressure.

Similarly, the plasticity coefficient Z; in Equation (3) that accounts for rigidity and deformibility
of clays, is determined from the following correlation:

Z, =0.00294(e,P,/ P,)> —0.0177(e,P, / P,) +0.0396 7)
Ansal et al. (1979) determined an approximate correlation for densification coefficient C, in
Equation (12), softening coefficient £, in Equation (11), and the elastic modulus E, as shown in

Figure (1). This correlation depends on the consolidation pressure P,, and the liquidity index of the
clay I, where (Mitchel, 1993):

I, —_nat p (18)
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Want = hatural water content.
w,, = plastic limit

I, = plasticity index = wy_ -wp
w_ = liquid limit.

Choice of appropriate ratio of the liquidity index to the consolidation stress is tempered by
judgement in the absence of test results.

All other constants are determined experimentally. The values of the parameters as proposed by
Bazant et al. (1979) are shown in Table (1):

Table (1) — Material parameters of endonchronic model for normally consolidated clays.

Parameter Value
o 4
dj 500
a 0.75
B 5n (n = porosity)
Ci 2500
C, 0.25
Cs 1000
Cs 9000
b, 0.1
b, 0.1

Computer Program:

The computer program Endoch, coded in Fortran laguage, was written by the authors. The
algorithm used in the endochronoc model incorporates an iterative procedure. The program
computes stresses, strains, all functions like F, f (n), and variables like A, n, at mid-step loading.
Iterations are then performed till the tolerance of the values of dz and d\ becomes less than 0.05 %.
The values of strain increments, de, intrinsic time, dz, and inelastic dilatancy, di, or the previous
step are taken as an estimate for the current step.

APPLICATIONS:
This model have been applied for simulating stress-strain relationships of two Iraqi soils:
i) First application
Al- Mufty (1990) carried out a series of tests on al-Fao soft clay. Block samples were obtained
from an area close to the river Shatt-Al-Arab.
The top layer of Fao soil was found to be stiff to very stiff brownish gray silty clay with a
desiccated crust. This layer is followed by a soft to very soft gray silty clay.
According to the unified classification system, the soil from both layers may be classified as CL-
CH, inorganic clays of medium to high plasticity. According to, AASHTO M145-73, the soil is
classified as A-7-6 (16).
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Fig. (1) — Approximate correlation for:
a) Densification coefficient, Co.
b) Softening coefficient, 3.
c) Elastic modulus, E.
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The average properties of the soil at sampling depths 1.25 m and 3 m respectively are listed in
Table (2).

Table (2) - Average properties of the soft clay from Al-Fao, (from Al-Mufty, 1990).

Property 1.25 m depth 3 m depth
Total unit weight y;, kN/m? 17.9 17.7
Water content w % 30 45
Liquid limit w,_ % 54 50
plasticity index Ip % 27 24
Liquidity index I, 0.11 0.79
Specific gravity G 2.7 2.72
Sand size fraction % 9 12
Silt size fraction % 58 60
Clay size fraction % 33 28
Activity A 0.82 0.86

Among the tests carried out by Al-Mufty (1990) unconsolidated undrained triaxial compression
tests on samples compacted by the standard compaction test to the maximum dry density and
optimum moisture content. These results are compared with those predicted by the endochronic
model in Figures (2) to Figure (6).

Figures (2) and (3) represent the samples that are taken from the top layer, and the figures from
(4) to (6) represent the samples that are taken from the layer below the top layer.
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Fig. (2) - A comparison between the stress-strain relationships predicted by the endochronic model
with laboratory tests of Al — Mufty (1990), o3 =300 kPa.
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Fig. (3) - A comparison between the stress-strain relationships predicted by the endochronic model
with laboratory tests of Al — Mufty (1990), 3 =300 kPa.
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Fig. (4) - A comparison between the stress-strain relationships predicted by the endochronic model
with laboratory tests of Al — Mufty (1990), o3 =100 kPa.
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Fig. (5) - A comparison between the stress-strain relationships predicted by the endochronic model
with laboratory tests of Al — Mufty (1990), 3 =200 kPa.
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Fig. (6)- 0000000000000A comparison between the stress-strain relationships predicted by the
endochronic model

with laboratory tests of Al — Mufty (1990), o3 =300 kPa.

It can be observed in these figures that the model overestimates the strains for all the cases studied
under high stress increments.

In addition, there is no definite yield point can be obtained. Thus it is approximately suitable for
normally consolidated clays where ductile behaviour of the stress-strain is expected.

i) Second application

Al- Saady (1989) carried out laboratory tests on an A-6 soil during construction of a road
embankment. A representative area located at Al — Zafarania (south of Baghdad), was chosen for
the research. The site covers an area of soil composed of silty clay with varying thickness. This
stratum behaves as normally or slightly overconsolidated soil, have an upper desiccated crust 0.5-
0.75 m thick.
The distribution of the particle sizes indicated:

Clay fraction = 45 %, silt fraction = 37 %, sand fraction = 18 %.
It is classed as “CL” in a Casagramde classification chart.
Among the tests carried out by Al- Saady (1989) consolidated undrained triaxial test which was
designated as series D as shown in Table (3).
In addition, unconsolidated undrained triaxial test which was designatd as series G as shown in
Table (4).

Consolidated undrained triaxial test results are compared with those predicted by the
endochronic model in Figures (7) to (12) which show a comparison between the stress-strain
relationships predicted by the endochronic model with laboratory tests of Al — Saady, (series, D).
Consolidated drained triaxial test results are compared with those predicted by the endochronic
model in Figures (13) to (18). Figures (19) to (24) show a comparison between the volumetric
strain—axial strain relationships predicted by the endochronic model with laboratory tests of
Al-Saady, (series, G).
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Table(3) - The results of series (D), (from Al-Saady, 1989).
kN/m?
TestNo. | ol kNm? | €& |wet | (oras), knm? | (%25.) *N™ 1 Au, knim?
1 79 0.76 | 26.0 123.24 3.50 30.81
2 100 0.70 | 24.3 123.00 3.55 52.22
3 150 0.74 | 25.6 189.21 3.30 72.45
4 200 0.69 | 24.6 219.60 3.25 104.45
5 300 0.75 | 25.4 279.00 3.25 176.68
6 376 0.73 | 26.0 348.01 3.30 224.07
140
120 ”‘,,‘ ::j//,r;/.
100 //p/ij//;”‘ //’,/‘
E% 80 / -’/'/)
- / /
= 1L
.S
o 40
a

20 4

0

140
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40
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0 0.
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Fig. (7) - A comparison between the stress-strain relationship predicted by the endochronic model
with laboratory tests of Al — Saady, Test 1, Series D.
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Fig. (8) - A comparison between the stress-strain relationship predicted by the endochronic model
with laboratory tests of Al — Saady, Test 2, Series D.
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Fig. (9) - A comparison between the stress-strain relationship predicted by the endochronic model
with laboratory tests of Al — Saady, Test 3, Series D.
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Fig. (10) - A comparison between the stress-strain relationship predicted by the endochronic model
with laboratory tests of Al — Saady, Test 4, Series D.
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Fig. (11) - A comparison between the stress-strain relationship predicted by the endochronic model
with laboratory tests of Al — Saady, Test 5, Series D.
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Fig. (12) - A comparison between the stress-strain relationship predicted by the endochronic model
with laboratory tests of Al — Saady, Test 6, Series D.
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Table (4) - The results of series (G), (from Al-Saady, 1989).

TestNo. | o, kNIm* | & | W% | (o0,), kN/m? (A\% ) kN/m?
0/ ¢
1 79 0.66 | 235 198.87 2.300
2 100 0.69 | 24.7 281.18 2.283
3 150 0.75 | 26.0 348.03 3.026
4 200 075 | 27.0 405.03 3.016
5 300 0.69 | 25.2 752.55 3.590
6 376 072 | 25.0 913.52 3.710
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The endo

chronic model

50 1

—6—  Laboratory test 1, series G ]

04
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Fig. (13) - A comparison between the stress-strain relationship predicted by the endochronic model
with laboratory tests of Al — Saady, Testl, series G.
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Fig. (14) - A comparison between the stress-strain relationship predicted by the endochronic model
with laboratory tests of Al — Saady, Test2, series G.
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Fig. (15) - A comparison between the stress-strain relationship predicted by the endochronic model
with laboratory tests of Al — Saady, Test3, series G.
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Fig. (16) - A comparison between the stress-strain relationship predicted by the endochronic model
with laboratory tests of Al — Saady, Test4, series G.
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Fig. (17) - A comparison between the stress-strain relationship predicted by the endochronic model
with laboratory tests of Al — Saady, Testb, series G.
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Fig. (18) - A comparison between the volumetric strain — axial strain relationship predicted by the
endochronic model with laboratory tests of Al — Saady, Test1, series G.
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Fig. (19) - A comparison between the volumetric strain — axial strain relationship predicted by the
endochronic model with laboratory tests of Al — Saady, Test2, series G.
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Fig. (20) - A comparison between the volumetric strain — axial strain relationship predicted by the
endochronic model with laboratory tests of Al — Saady, Test3, series G.
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Fig. (21) - comparisons between the volumetric strain — axial strain relationship predicted by the
endochronic model with laboratory tests of Al — Saady, Test 4, series G.
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Fig. (22) - A comparison between the volumetric strain — axial strain relationship predicted by the
endochronic model with laboratory tests of Al — Saady, Test 5, series G.

The same behaviour is noticed in this clay. The predicted volumetric strains are closer to measured

strains under small stress increments. At large stresses, the predicted strains became larger.
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CONCLUSIONS:

e The endochronic model overestimates the strains for all the cases simulated under high
stress increments.

e There is no definite yield point can be obtained when simulating the laboratory tests. This
means that this model can be adopted for normally consolidated clays where ductile
behaviour of the stress-strain is expected.

e The error in simulation may be attributed to the model parameters, which need to be
evaluated by carrying out parametric study for Iraqgi clays.
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NOTATION:
d €ij Strain increments
dt Time increments
p Coefficient matrices
Jo second deviatoric strain increment invariant
I1 first strain increment invariant
dejj deviatoric strain increment tensor
5” Kronecker delta
de Volumetric strain increment
2,74 Constants
d& damage measure
dg deformation measure
di inelastic dilatancy
Sij deviatoric stress tensor
om mean stress
G shear elastic moduli
K bulk elastic moduli
d &° stress-independent inelastic strains
do; i The stress increments
Diji elastic coefficient matrix
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elastic strain increments
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material constants
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volumetric strain
porosity

constants

consolidation pressure
densification coefficient
elastic modulus

the liquidity index of the clay
natural water content.
plastic limit

plasticity index

liquid limit.
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AND MANAGEMENT: RUSTIMIYAH SOUTH WWTP AS A CASE-
STUDY

Prof. Dr.Rafa H. Al-Suhaili M.sc. Bashar J. Khalaf Al-Daami
Department of Environmental Engineering at University of Baghdad

ABSTRACT

This paper presents the building of expert system to enable the inexperience plants
operators to application of better 